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Editorial.

It is probably part of the natural c¢ycle of things
that it cccasionally becomes necessary to appeal for
contributions for the CCP53 Newsletter. Such is the case now.
This does not hewever indicate thabt there is a diminishing

interest in the newsletter iktself, as rarely a day goes by
when we are not asked to add more names to our mailing list.
It is therefore important to remind our readers that the

newsletter i1s very dependent on their enthusiasm {f it is to
keep going.

The CCP5 newsletter is an interesting publication in a

pumber of ways: it published regularly, articles appears
quickly {within three months or less), it has an
international rvreadevrship and it is informal enough to allow
the publication of novel or speculative ideas, Added to
these is the fact that there are surprisingly few
publications that discuss the computational derails of
simulation methods warts and all. For these reasons i

should be well worth supporting.

Sa Lo sancourage our readership we announce thal we
would be pleased to receive contributions from anyone active
in the field of computer simulation of candensed phases,
anywhere in the world! We would alsoc be particularly pleased
to publish material from postgraduate reseavrchers, who often
have some original ideas to contribute to the computational
art. We await vour contributions!

In view of this appeal 1t is a special pleasure to
thank the contributors to this months issue. Long may they
presper!

Contributors:

D. Brown Department of Chemistry,
U.Hd.I.5.7T., Sackville 5t.,
Manchester MO0 1QD.

C.-R.A. Catlow Department of Chemistry,
R.a Jackson Universicty of Keele, Keele,
Staffs. STS 5BG.

J.E. Quinn DAP? Support Unit, Queen Mary
College, Mile End Road,
London El 4NS.

W. Smith Theory and Computatienal Science
Division, S5.E.R.C. Dareshury



Laboratery, Daresbury, Warrington
WAL 4AD.

L. Woodcock Department of Chemical Engineering,
The University of Bradford,
Bradford, Yorkshire BOD7 1IDP.



General News.

a) CCP5  is. to  oprganise a medeting entitled “Industrial
Applications of Computer Simulation", The meeting will take
place at the Reoyal Institution in London from llrh. vte 13th.
January 1988. The purpose of Lhe meeting is to discuss the

application of the simulation methods associated wibth CUPS
(i.e. molecular dynamics, Monte Carlo, energy minimisation
eta.} ta industrially significant problems. The organisers
of the meeting will be Prof. C.R.a. Catlow and Dr. N.
Quirke. Readers interested in taking part in this meeting
should write rvo: Dy . . Quirke, B.P. Research Centre,

Chertsey Reoad, Sunbury-on~Thames, Middlesex TWI16 7LN.
Further news of this meeting will be announced lataer.
b) CCPS5 is alsoc to organise a meeting oun the subject of bio-
crganic applications of computer simulation, which
provisionally, is scheduled for Laster [988. More details of

this will be vevealed as the organisation develops.

c) At the last meeting of the CCPS Steering Committee which

took place on %th. January the compesition of the Executive
Committee wasg changed in accordance with the usual
procedure. Professor C.R.A. Catlow was elected as the new

CCP3 Chairman to replace Dr. J.H.R. Clarke. In addition Drs.
R. Lynden-Bell, S. Parker and M.P. Allen wevre elected to the
Executive Committee. The outgoing members being Drs. N.
Quirke and P.A. Madden. In addition to these changes; Dr. M.
lLLeslie has taken the responsibility of Secretary to CCP3 and
Dr. W. Smith will now handle the CCP5 Program Library. The
compaoasgsition of the Executive Committee is thus:

Professor C.R.A. Catlow {(Keele University and Daresbury)-
Chairman,

De. M.P., Allen (Bristol University)

Dr, D.M. Heyes (Royal Holloway and Bedford New College)

Dr. M. Leslie (Daresbury) - Secretary

Dr. R. Lynden-Bell {(Cambridge University)

Dr. 5. Parker (Bath University)

Dr. W. Smith (Daresbury) ~ Program Librarian

This would seem  to- be the place to thank the past
members of the Executive Committee for their work on behalf
of the CCP3 community. In particular it 1s apprepriate Lo
thank Julian Clarke, under whose chailrmanship for the pasgt
three yesrs CCP5 has been extremely successaful,



d} The CCP3 Execukive Committee wish to announce to all. U.K.
participaonts in CCPS5 that it has set aside a peart of the
CCP5 budget for the purpose of assisting collaborative worl
in the U.K. simulation community. These funds are to assist

with expenses for travel between collaborating centres.. 5o
far, CCP5 has agreed to assist the following collaborating
groups:

J. Clarke and D{ Tiidesléy_(Transporﬁ Properties), -

S. Parker and . Price {(lLattice Simulations),

M. Allen and G. Evans (Hard Ellipsoids),

K. Singer and ¥. Swith (Quantum Simulations). e
Cther groups who wish to be considered for this  assistance
should 'uritg toe  the CCP3 Chairman, Prof. C.R.a. Catlow,
Department of Chemistry, University of Keele, Keele, Staffs.
5TS5 5BG.

@) The CCP5 Execubtive Committee also wishes to remind U.K.

participants that tt has an annual allocation of Qrvay btime
at each of the centres: Londeon (Cray 1s) and Rutherford
{Cray XMP-48), which is available for the developmenr of
simulation programs prior Lo a grant allocation. At present
CCP53 is allocated 13 hours 4 year at London and 5 hours
quarterly at Rutherford. Readers who wish to usge some of
this allocation should write to the CCPS Secretary, Dy. M.

Lesglie, TCS Division, SERC Daresbury Laboratory, Daresbury,
Warrington WA4 4AD.

£) The Rutherford and appleton Computer Centre Cray XMP/48
is now'up and running. It is currently accessible to a few
privileged users, who ave running jobs to test the machine
in a working environment before it becomes available to the
wider academic community in April.

In time it is expected that the CCP3 Program Library
will be modified to vrun on the XMP and users who would lilke
to see =any specific programs converted immediately should
contackt the CCP5 Preogram Librarian, Dr. W. Smith.

) The University of Manchester "Regional Computing Centre
has described the new VM/CHMS service which they will be
running soon on the Amdahl 5890/3Q00. It wase originally
intended to run the three domains of the Multiple Domain
Facility to deal with: (i) the service curvently supplied by
the Amdahl 470 Vv/8; {(ii) a national VM/CMS service and (iii)

a Manchester local service. However only two domains are
possible with the current hardware and g0 the last two
saervices will vun initially on one domain. Some disvuption



of the existing service is expected 20-23 March to réconnect
the peripherals of the 470 V/8 to the 5890/300, followed by
acceptance tests.  The aexperimental VM/CMS service is
expected to hbe available in early May. A ugseful description
of the VM/CMS service appears in the March UMRCC Newsletter.

.An important aspect of the operation of all the national
computing . centres (London, Manchester and Rutherford~
Appleton) wiltl be the new - Peer Review system for the
allocation. of computing . resources. Everyone involved fn
scientific computing in the UK should become familiar with
this. The UMRCC newletter for March 1987 and the ULCC
newsletter for February 1987 both carry details of the
agreed procedure and are thus recommended reading.

h) The__ University of. London - Comﬁuting_ Centre . has now

upgraded its front end computer to an . Amdahl 587%0. The
second phase of this upgrade will involve the introduction
of new disc storage devices {(Amdahl 6380 disc drives, which

afe_'3380_compatible)._ During this phase both 3380 and 3350
discs will be used but eventually only 3380 discs will.
prevail. This change will have an impact on data storage at
London and users are advised to reassess their data storapge
habits.

i) u.K. CCP3 participants are reminded that at Daresbury
Laboratory the S.E.R.C. has available an FPS 164 attached
processor, currenkly with 3 MAX (matrix accelerator) boards,
which is available for grant supported computing within the
Science Board Community. U.K. research groups are invited to
apply informally to Dr. J.E. Inglesfield, at Daresbury, for
time_bnnthe FPS5 for benchmarking purposes. If the FPS proves
viable forl'a_ given projecrt, a formal applicaction may be.
made. . Advice on using the FPS at Daresbury may be obtained:
from_'thé' User Inte:face Grbupuzcin the person of Drvr. D..

Taylof):dr_from the CCPS_represent&tive__Drt W.. Smith. A
documentﬁ:entitled:_'Using the FPS5 A;tached Processor at. the:
Daresbury Laboratoryf by Dr. M™M.F. Guest is available from

the User Interface Group.

3) Concurrent Compubting Initiative at Daresbury.

_'A  new ‘advanced research computing group has been set
up at Daresbury to develop large gcale computational codes:
for a number of scientific applications in a highly parallel
compuber environment. Central to this project is the
recently acquired FP5-T20 hypercube, 16 powerful processors
interconnected 4as a &4 dimensionsl hypercube or tesseract



{(hence T for tesseract and 208=2é).

Each. node. of the T-machine “comprises an” Inmos
transputer, lMb of memory and 3 Weitek floating peint chips,
giving a realisable 12 Mflop performance per node on highly

vectorised code. Thus the total peak performance is 192
Mflop with 160 Mflop having already been demonstrated on a
distributed wmatrix multiply. The machine is frontended by a
Micro-Vax IT running Micro-VMS 4.4 and initially the

T-machine is only programmwable in occam. However a software
release scheduled for August will provide both Fortran and
€, and also move to a Unix frontend operating system, '

Plans for upgrades are already in place and it is
anticipated that the system will evolve to be an extremely
powerful Fortran engine for both scalsr and vector code. It

is aonly by expleting the dinherent parallelism of most
scientific applications that one can hope fFor the gseveral
orders of magnitude increase in computational power required
by many applications., Current supercomputers with small
numbera of expensive processors sharing memory cannot
realise the 1000 fold increase in power offered by highly
cencurrent, distributed memory architectures.

R.J.Harviscon and M.F.Guest.

SERC, Daresbury Laboratory, Warrington Wa& 4AD.

k) The international corniference  entitled  'The Irpact of
Supercomputers on - Chemistry' is due to take place in the
University of London from 13 - 16 April 1987 The conference

will cover all aspects of. the "use of supercomputers;
applications and methodology. Some of the talks that are'td
be given include: "Supércomputer Simulation of Solids"™ by’
M.J. Gillan, "The Impact  of Quantum Monte Carlo ‘on
Chemistry" by D.M. Ceperley, "Quanmtum Chemistry, Svatistical
Mechanics and Fluid Dynamics'" by E. Clementi, "Chemistry as
a Many-Particle Problem™ by H.J.C. DPBerendsen and "Protein
Structure, Computer Simulation and Graphics in the Design of
Novel Molecules" by T.L. Blundell.

Enquiries regarding the conference should be addressed
to Dr. J. Altmann, ISOC BY Secretariat, Room 209, University
of London Computer Centre, 20 Guildford Street, London WCIIN

IDZ. {(Telex 8953011 ).

1) Readers may also be interested in the  Seventh Summer
Scheol on Computing Techniques in Physics, which takes place



on 9th-I8th. June 1987 "ax Bechyne Castle ‘near Tabor,
Czechoslovakia. This year's theme is 'Microcomputers in
Physics!'. The organisgser is Dr. J. Nadrchal, address; Summer
Schoels on Computational Physics, Institute of Physics,
Czechoslovak Academy of Sciences, Na Slovance 2, C5~180 40
Praha 8, Crechoslovakia.

m} The Institure of Physics is orpanising the 1987 Solid
State Physics Conference for 16-18 December at the H.H.
Wills Physics Laborsatory, University of Bristol and it will
contain a number of symposia that will undoubtedly be of
interest ta participants in CCrs. Among, the intended
symposia are; Stakistical Mechanics of Digordered and
Inhomogeneous Systams; Physics of Sputtering Processeas,
Polymers and Liquid Crystals, Scattering of Neutrons from
Disorderaed GSystems and The Physics of Solids at High
Pressures. People interested in attending or contributing a
paper should coentact Dr. B.L. Gyorffy or Dr. R. Rvans at Lthe
H-H. Wills Physics LLaboratory, University of Bristal,
Tyndall Avenue, Bristol BS 8 1TL. We will provide more
information in our next newslettbter.

ny It has been sugpested to the CCPS Editors that it would
be useful for CCPY participants to have a list of the EARY
and BITNET addresses of other members of the project. For
this purpose we would be happy to receive from our readers
their addresses, which we shall collect here at Daresbury
for publication in the newsletter at a later darte. So that
we don't fall foul of the 'Data Protection Act', it should
be understood by all participants that the contributed
addresses will be available to everyone.

0) The CCPS Program Library. Documents and programs are
available free of charge to academic centres upon
application to Dr. W. Smith, TCS Division, 5.C.R.C.
Daregsbury Laboratory, Daresbury, Warringten WaAa4 4AD, U.K.

Daresbury Laboratory. Ligtings of programs are available {f
required buk it is recommended that magnetic tapes (to be
supplied by the applicant) be used. It may alsoc be possible
to transfer a small numberx of programs over the JANET
network Lo osther computer centres in the U,K.. Pleaae note
that use of inappropriate packing for magnetic tapeszs (e.g.
padded bags) may result in them being considered unusable by
Daresbury Computing Division and returned without the
required software. Please ensure that these forms of
packaging are not uged. A list of programs avallable is
pregsented in the following pages.
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We should also like to vremind our readers that we would

welcome contribukions to the Program Librarvy. The Library
exiskts to provide ~support for the research efforts of
everyone active in computer simulation and te this end. we
are always pleasaod Lo extend the rénge of software
available. TIf any of our readers have any programs they
would like to make available, please w'(')uld'they contact Dr.
Smith.



THE CCP5 PROGRAM LIBRARY

MDATOM by S. M. Thompson. M. simulation of monatomic
tluids.

HMDLAT by 5. M. Thompson, M.D. simulation of homonuclear
diatoemic fluids.

MDLIN by S. o Thompson. M.D. simulation of linear
molecules. :

MDLIND by S. M. Thompson. M.D. simulation of linear
molecules with quadrupole.

MDTETRA by 5. M, Thompson. M.D. simulatiaon of tetrahedral
molecules ., '

MLOPOLY bry 5. M. Thompson. M.D. simulation of polyatomic
molecule fluids.

ADMIXT by W. Smith. M.D. simulation of monatomio molecule

mixtures.

MONACL by W. Smith. M.D. simulation of alkalai halide salts.

MOMIXT by W. Smith. M.D. simulation of polyatomic molecule
mixtures.

MOMULP by W. Smith. M.D. simulation of polyatomic molecule
mixtureaes. ‘

MDMPOL by . Smith & D. Fincham. M.D. simulation of
polyatomic molecule mixtures.

MDZOID by W, Smith & K- Singer. M.D. simulation of
ellipsoidal gaussian molecules.

DENCOR by W. Smith. Caleculation of density corvrrelation
functions.

CURDEN " by W. Smith. Calculation of current density

correlation functions.

HLJ1 by D. M. Ueyes. M.D. simulation of atomic fluids,

HLJ2 by D. M. Hleyes. HM.0. simulation of atomic fluids (with
VACF) .

HLI3 by D. M. Heyes. M.D. simulation of atomic fluids (link-
cells).

HLJ4 by D. M. Heyes. M.D. simulation of atomic fluids
{constant T or B).

HLIS by D. M. Heyeaes. M_D. simulation of atomic fluids
{shifted force).

HLJ& by D. M. Heyes. M.D. simulation of atomic fFluids
(Toxvaerd algorithm).

MCRPM by D. M. Meyes. M.C. gsimulation of electrolytes

{restricted primitive model).

SURF by b, M. Heyes. M.D. simulation of model alkalai halide
lamina.

HSTOCH by W. F. van Gunsteren & D. M. Heyes. MDD or 5D
simulation of molecules in vacuo or vrectangular
cell with solvent or lattice,

MDATOM by D. Fincham. M.D. simulation of atomic fluids.

MNDIAT by D. Fincham. M.D. simulation of diatomic molecule
fluids.
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MDDIATQ by D. Fincham. M.D. simulation of diatemic {fluids.

MDIONS by D. Fincham & N. Anastasiou. M.D. simulation of
electrolytes.

MOMANY by D. Fincham & W, Smith. Simulation of rigid
polyatomic molecnles with/without fractional
charges.

CARLOS by B. Jonsson & 8. Romano. M.C. gimulation of ‘a
poelyatomic solute molecule in an aqueous acluster.

MON by N. Corbin. M.C. simulation of atomic fluids
{(Metropolis).

SCN by N Corbin. M.C. simulation of atemic fluids (Rossky,

Friedman and Doll).
STATIC SIMULATION CODES

CASCADE by M. Leslie and W. Smith. Caleculates the structure

aod enecgy of a defect in an ionic crystal for a
given porential model. o
THREREL Netermines the minimum enavrgy configuration of a
perfect lattice for a given potential.,
THBFIT Empivically fits 2 potential to experimentally
observed properties of a perfect latbtice. i
SYMLAT Determines the minimum energy configuration of a
perfect lattice for a given potential.
THRPHON Calculates phonon dispersion curves for ionic

crystals with three-body Lerms in the potencial.

10



University of London

ROYAL HOLLOWAY AND BEDFORD NEW COLLEGE
Egham Hill, Egham. Surrey TW20 0EX Telephone Egham (0784) 34455
ext. 2401

DEPARTMENT OF CHEMISTRY
The Bourne Laboratory

1Gth march 1987

Dear Colleazue,

At the 5th March 1987 CCPLH executive commbtiee meeting it
wag de¢ided to look into the possibility of holding a COPS sponsored workshop on
" Transport Frocesses M.

I am writing to you to discover if you would be interested in
attending such a meeting and if sc the directions you would like it to take,
tn obvinus area would be equilibrium and non-equilibriwn XD roubtea to viscosity,
seli-diffusion and thermal conductivity of fluids. fransport in sclids and
algorithme for performing the molecular dynamics are otner areas of interest.
wWe would appreciate your opinions on this watter, and also on the months in this

year mest suitable to you,

Hezt wishes,

Tours asincerely,

\. | .'r\ “ - B —\]

J

Telex : 935504  Fax : 0784-37520
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MEETING ANNOUNCEMENT

THERMODYNAMICS AND STATISTICAL MECHANTCS OF SMALL SYSTEMS

A meebing is being ceganised by the Roval Society of
Chemistry Statistical Mechanics ‘and Thermodynamics Group at
the Universilty of Yovrk on September 24-295 1987,

The topics for discussion include szmall svetem behaviour in
porous media and as cvystallites, clusters arnd micelles.
Poth theoretical and experimental aspects will be discussed

and contributions are invited,

The speakers include Dr. R.J. Evans (Bristol), Prof. D.H.
Everett (Bristol) and Prof. J.5. Rowlinson (Oxford).

Please contact Dr. J.H.R. Clarke, Department of Chemistry,
H.M.1.5.T., Sackville Street, Manchester M60 QD as soon as
possible for debtails.

P.G, Fraancis



BREVIEW OF THE CCPS3 MEETING ON 'NEW UHORIZONS IN TIHE COMPUTER
STMULATION OF CONDENSED PHASES' HELD AT UMIST 8 - 9 JANUARY
1987,

W. Smith

[N

As Lhe i a
meeting was 2 forward looking affFair, which was intended to

of the meeting supgpests, the latest CCP3
highlighst areas of computer simulation which seem likely to
open new avenues of enquiry. The mesbing was oreganised b
the depavting CLPI Chairman, Dr. J.H.R., Clarke, with the
assistance of his colleapues al the Department of Chemistry
and WS attended by seventy simulation scientists from the
dnited Kinpgdom, Huarope and North America. As is alwavs the
ciase wilh [0 S meesbings, many inbteresting questions wecoe
raised ana Dr. Clarke wisely allowed sufficient Lime far
discussion. As & rasunll ik Wi g gencerally held to be a

stimulating and informative meebting.

The first contribubeovr te the meating was Praof. W.l.
Jorgpensen (Purdue University), who spoke on the subjeclk of

computer simulations of organic reactions. The objective of

this work was the tdletermination of the rates of orpanic
reactions from first principles. Prof. Jorgensen tirst
congidered the Sy, reaction heloved of organic chemists, in
particular, the reaction between chlorvomethane CHyC1 and
chloride anion LT Swo2 reactions are bimolecular and
stevrospecitfic, thevy do not have intermediates and have an

activarion energy that increases with the polarity of the
solvent, Prof. Jorgensen's approach involved the calculation
of the pas phase potential reaction surface followed by its
modification to include soluke-solvenlt effects and finally a

simulation of the reacltion along a suilbable reaction
coordinate. The first step was achieved through ah initio
methods calculating the energy of the btransition state
(i.e. the (Cl.... . CHy.....CL]" complex) over the reaction
coordinate. The solute-soelvent interaclbions weve determined
hvy the ab inttio calceculation of ¢lusters of solvent

mclecules wikth thae reachbive species. The purpose of the
simulation (by Monte Carloe method) was to determine the

density function g(r.) giving the probability of the
reacting species being at a separation r on the reaction
coordinate. From this the 'veaction terce' Wwir.)=-
KT lonlg(r_ 2) could be obtained. The simulation involved the

reacting system plus 230 '"TIP4P' water molecules within a
periodic system. The MO procedure required the simulation to

be done for several ovevlapping 'windows' of the reacltion
coordinate, using a4 biasing technique to sample each window
adequately. The final sebt of ovrrlapping windews gave the
Full 8(rc) function. Thaea NTP ensemble required 1=-2M



equilibration steps and 2-6M steps averaping for each
window. Tn the simnlation the potential functions used were
Lennarvd-Jones [2-6 Funoctions with fractional charges ko
represent the Coulombic forces., Howeveyr the parameters were
described as funckions of the rvreaction coovdinate, fitted to
the ab inito caloulabkions.

The results for the example reacdtion shoved that the
relatively complicated energy bavrvier of the gas phase
reaclion was vedlaced by a single, higher peak Iin  agueous
selution. These resulls taliv with experimental
ahs@rvatiohs, wihich show the pgaa reaction te be much faster,
and that the solvated reactbion has no intermadiates.
Interestingly, in the lTess polar solvent DMF, Lhe esnergy
parrier showed move structure, particutarly the ocaourrencea
o f minima supprestive of intermediates. {This latter
suggestion hasg some experimental NMR  evidence in its
fFavour.) Calculations of the enerpy and number distributioens
showed that the number of solvatbing water molecules about
the reacting species {5 constant throughout the reaction,
contrary Lo expectations. - Tha relative veduction of the
solvation energy of the transition state (a factor
contributing Lo thea anergy barrier increase) is due Eto a
weakening of the solubte-solvaent bonding, not to the expected
reduction in solvent coordination numbers. Further
calculations using thermodynamic perturbation theory
indicate that the stricture of the kransition stabe in gas
and solvent is very similar.

Prof.:  Jergensan concluded with a study of the Syl
reaction of t-butyl chloride with Cl7 and showed that the
tormation of a contact ion pair [t»B't1]+.Cl_'Wf15 clearly
apparent, but the evidence fovr a solvent sepavated i1on pair

was muah less clear. .Throughoul his talk Prof. Jorgensen
presented "excellent graphias revealing the - stereochemical
aspects of the reactions being described. :

Dr. 5 Toxvaerd (Panum Institiute) described hisg studies
in -the implementation of the Generalised Langevin Egquation
{GLE). He was was concerned to show how the GLE could b
uged te simulate the system of a polymer in solution for the
fraction of the cost of a full molecular dynamics simulation
but with comparable accuracy- The system he considered was a
nonomer consisting of Lennard-Jones atoms bound by harvrmonic
forces and suspended in a solulbion with 00 Lennard-.Jones
dboms . Following the work of Bossis, Quentrec and Boon, the
GLE for this sysLem 1is is wribtten as:

mdv, (L) /de = -midt "M (t=-t")v, (') + v, + e; (L)



whera vy is the velocity of the iTth. bead, . L the
stochastic force, g; the bead-bead forces on bead i, and
Hi(t) the memory function. The divigion of the forces inteo
stochastic and bead-bead contvibutions is only valid {f the
correlation function Cviexy> is Zero throughout . Dy .
Toxvaerd has checked this using simulation and has
gstablished that it is5 UtLrue excaept at short Limes, whave

samall deviations oococur.

Once the memory functions M, are known, the CLE can be
solved numecrically and Dv. Toxvaerd described his procedure
for eobtaining them. The memory function for the whole system
iLs raplaced oy a  Mori expansion. These terms cannobt in
reneral he resolvead into intramolecular anc solvent
contributions, Wi th the exception nf bthe first Lterm Kl'
Nevertheless the higher terms can be calculated by molecular
dynamics via the time derivatives of Lhe velocities,
Explicit consideration of the fivrst Ltwo terms of the Mori
exXxpansion; comparison of Lthe values for the puraea solvent
with values obtained for the polymer solubion allows
physically reasonable approximations teo the memory functions
My te be made. The memory functions are then written as:

Mi(E) = Ky (s, t)exp(~Kyt2/2)

In which Kl,i(s’t) is the instantaneous value of the solvent
dependent pavt of Ky {(which i1s dependent on the bead number
i) and Ko is the sacond Mori coefficient for the pure
solvent. This approximation has hean implemented in a
simulation program using the Fourier method of Wang and
Uhlenbeck and the results have been compared wikh molecularv
dynamics and a simpler Langevin Equation {(LE) simulation.

... The raesults show. that small differences arise between
the MD and the GLE and LE simulations of the Dbead-bead
bondlength distribution, . but the bead velocity
avtocorrelation funactions are well reproduced. The
approximate GLE method was shown to give essentially exact
regults for the centre of mass diffusion. Studies  of the
end-to-~end distance R? and the radius of gyration_!’;:Z and the
corvesponding correlation Tunckbions showed that very long
runs are necessarv for good statistbtics (prohibiti\;ely for
the MDD simulations) and about 106 timesteps are required for
Lhe molecute to establisah the meAn shape. Within the
limitations on the studies occasioned by these difficulties,
the MD and stochastic dynamics resulis were good., & study of
the effects of the solvent on the molecular conformation was

undertaken, by means of a compavison with a 'free molecule'
simulation of the nonomer. For the state points studied, the
molecule was rather globular, and no great effects of the

14



solvent wevre seen. [t was concluded that the GLE method
described was a very useful melbhod for studying polymers in
solution.

) _ Dy . D. Rapaport (Bar-Ilan University) spoke on the new
subject of microscale hydrodynamics, by. means of whiach he
has successfully simulated some of the macroscopic. features
of Fluid flow. He bagan by describing the kinds of phenomena
sean in real flow experiments, such as fluid flow past a
stationary objeact. AL low flow rates (low Revnolids numbar)

the flow is aminar {Stokes Flow). Ags the flow inreases

stationary eddies form, AL vel higher rates the addieg
necome unstable fand mew e away Traom the object (vortex
sheddinpg} and give rige to a wake pattern known as Lthe
vortex or Von Karman streel. At veary high flow rates

1

turbulence vresulbs.

Or. Rapaport described how he had  simulated many of
these features in a molecular dynamics simulation on the
parallel assembly of FPS attached processors at IBM,
Kingston, New York. The simulation was of ELwo-dimensional
Flow past a fixed cvyvlinder of 25 nm diameter. The fluid
consisted ot 176,000 'soft spheve'! molecules in a2 130 nm
wide system wiltlh periodic boundaries. A fluid density of
.83 and a flow speed of 330 m/s was used. A force field of
lDtLg was employved Lo dyive Lhe fFlow and rethermalisation of
the molecules at the down~-field boundary was used to
maintain the periodic conditions. The entire simulation cell

' Lo permit efficient

wWAS partitioned inte 'slabs
parallelisation of the system and reduce data communication
between processors bto a minimum.. The resulting flow pattern
was presented graphically. The  simulation cell was
partitiened into a 60x60 grid and a short time average of
the particle velocities in each sub-cell was calculated at
intervals of 5 timesteps. The average veiocity_vectot_for
e2ach sub-cell  was then plotted as a. field  of flow.
Approximately LO0. hours of CPI time,:were required on a
svstem of four FPS 264 processors in pavallel.

The resulcts showed cleavly the development ot the
different regimes of Flow bhehaviour described above 1i.e.
laminar flow, eddy formation, incipient instability of the
eddies and vorkex shedding and finally the von Karman
streel . The method c¢learly has greatk potential in
elucidabing the microscopic features that underlie the
continuum behaviour of fluids in flow. Dy . Rapaport
concluded by discussing the limitations of the method (short
Limes, small spatial scales and subsonic velocities) and
possible exbtensions of the mebthod Lo Lhree dimensional
simulations.
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Dr. (P L Allen (University of Bristol) dascribed His
work done in a collaboration with D. Frenkel - (litrecht) on
the molecular dynamics simulatcion of the isotropic ko
nemakic phase transition Iin a system of hard ellipsiods.

(The phase diagram for this sysbteam hac baeen obtained
previously by Frenkel and Mulder.) DBr Allen described the
technique by which the hard ellipsotitd system was simutated,
(A detailed desaription of this appears in CCPY Tnfo. Quartk.

No. 23 p.28.) In practice the svstem simulated consisted of
144 cllipasoids and penerated 109 collisions per hour on a
CYBER 203 wvomputber. The eilipsoids studied had axial vatios
(a/b) of 2 and 2. The objeclive was to calculate single and
collective time-depandent orientational correlation
Functionsg in the region of Lhe isoLropic-~nematic phase

transition and deduce Lthe values of parameters lmporktant in
the DeGennes and Keves/Kivelson Lheories.

The single porcbticle correlation functiovns weve defined
as

cp (L) = &Py (e (D) e () >
and the collecikive correlations functions as:

5 PLCe (D) e (0 >

CI.C(L—> = Ej <.. P.L(l_‘;‘._i_(())':-.‘_‘ﬁ'_]'(’t)) > / =

io which Py is a Legendre polynoémial of order L and e; is a

unit vector aligned along the major axis of the ellipsoid.
These functions were calculated for L=} and 2 at various

densities. The funcetions showed exponential decay at long
times in- the. expected manner. The characteristic decay Limes
T for the = collective: correlation - functiouns wera

significantly. longer than' the - decay times for the single
particle correlations:, ‘particularly near nemalic-iscotropic
phase Etransition. - The behaviour of the ratio rzsffgé was
shown in a plot against density and revealed a critical
slowing down effect ‘at the transition for the axidl ratio 3.
This slowing down . was  intevpreted wusing the Kivelson
gxpression:

Tgﬁ/fzc'ﬂ'<l+j2}/(l+gz)

where g, is the static second-rank Kirkweood factor and j, is
a dynamical quantity that is describable in terms of the
orientational memory functions. Caleculations of the factor
(1+gg)#] for different densities allowed the above equation

to be used Lo calculate i which wWas found to be
insensitive to the density. The calceculated mean values werae
given NS Itja=0.744+/-0.16 (a/b=2) and 1 ja=0.924+/-0.0%
Ca/b=3). These results find experimental ovidence in thair

1%



favour from the work ofF Flygare ak al. on p - methoxy -
benvylidene - n - butyvlanilice (MBRA), which provided an

estimatea ol L+ 3, of the order 0.7 and also supported the
mean field prodictions of DeCennes that g, diverges at Lhe
critcal density. Further svstematic inveskigations of thase

and related systems are planned.

D . D. Tildesley (Universilty of Southampton) describec

the method he hasg deviged with s collaborators MUR.
Stapleton {(Southampton) and N Quirke (BP Sunbury- G-
Thames ) for simulating varitable polydispersed liguids which
he defined as Systoems in which the dispersed particles
(micelles) Thang o gize  when Lhe density of the system
changes. The syvstems examined were Lhe hard-sphere systaem
and a moditied Leanard-Jones system, in both of which avery
particle possessed 2 different effective diameter (i.e. TofF
= (ﬁi+5i)/2). The simulation methnd was a modified Monte
Carlo Eilgorithm in whiach the sizes of the particles as well
as Lheir locations were changed as Lhe simulation proceeded.
The sampling of the pavticle sizes at each MC move was btaken
From an appropriate particle size distribaotion function,
which in this case was the Shultz function:

FoCa) = 2t arry sy rrl 42 cexpl(=({(z¥1)/o)o) 10 [adgdb]

0 otherwise

Where z is a parameter controlling the Fotfm of the functian.
(The distribuotion tunaction changes with density and
temperature for the LJ Fluid.) A move was accepted or
rejected according to the change in the inter-micellar
interaction energy resulting from the move. Special cavre was
needed for Lhe long range corrections. Applications of this
method Lo hard spheres showed that az Lhe number density of
the particles increases, thae¥ tend to become smaller, while
For l.ennard-Jones particles’ there is ‘an inttial average
increase in the particle diameters followed by a deérease at
higher densities. The initial increase was thought to be due

to the attractive component of the LJ "potential, which
encourgaged particles te approach, hutl this effect was
outweighed by repulsive component when the density of the

particles was hiph.

For Fluids in which the digstribution function is
symmebecic an adequate description is possible using a
monodispervrsed Fluid with the avopropriate packing fraction,
which i a function of the density and the third moment of
the eqguilibeium disktribution of diameters; Mo A mean field
theory fov My has been developed in collaboration with Dr.
T, Sluckin {Southampton). The chemical potential
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distributions of the hard sphere polvdispersad filuids werae
calculated by means of Widom's parbticle insertion method
with lattices of different particle sixas . The scaled
particle theory of Salacuse and Stell gave good apreement
with the simulated chemical potential ebtained with both low
density distribution functions.

The second day began with a talk by Dr. D. Price on the

compubter simulation of minerals imporbant in the
understanding of peolopgical processes. The minerals of
preatest significance being silicates. Tt isg extremely
important that the properties of these materials be fully
understood before realistic models of peological processes
such as plate Lechlonics cAan be developed. The problem
however is that Lhese material s most commonty axistl in

reglions of high pressure and temperature in the earth's core
and 18 Is nolb practicable Lo perform suitable experimenls in

the laboratory. {Peorovskitae, a high pressure phase of
magnesium silicate, for example is thought to constibtute 40
peveenlk of bthe eavith by volume, but it is still vevy little

understood). Computer simulabion is therefore an assential
tool for investigating such materials. The simulations need
Lo provide informabtion on several properties of the minerals
to assist the peologist; the equation of state, (P vs. T)
phase diagram, bulk and shear moduli, rheological properties
and diffusion processes amony them.

A number of methods are available for modelling these
svsktems ; (i) the ab initio Hartree-Fock method employing
periodic boundaries (accurate bulb limited to small systems);
(ii) ab initio calculations on Si0 clusters to obtain the

potential energy surfaces (good for some properties, though

there is a loss in accuracy resulting from harmonic fitting
of the surfaces); (iii1) modified electron gas potentials
with fitting of the potential surface using empirical (e.g-
Buckingam) poter'\tia'ls {poor estimates of the elastic

constants vesult) and {iv) The ionic model using fitted
empirical potentials, plus coulombic interactions and the
shell model (massless charged shell coupled to ion core by
harmonic spring) Lo account for polarisability. " The whole
periodic crystal structure 15 modelled. To offset the
effects of covalency non integer charges and band bending
forces ave somebimes used.

Of the four methods described onky the last is
presently useful for providing geological data. The wmethod
isg emploved in Lthe large lattice simulation programs
CASCADE, THBRETL and THBPHON anil give excellent crvstal
struckture data and elasticity constants (e.g. the predicted
structures of olivine, spinel and ilmenite are very good).
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Phenan data are also available and allow the calculation of
heat capacity, ‘Gruneisen paramebevrs, thermal expansian,
antropy and defect enbropioes. Also the phonon spectrum has
been found to be in ¢lose agreement with infra red and Raman
frequencies. The eigenvectktors praoavide details of the
vibrational mobions of the ions which is not easily
avatltable from expeviments. The caleulations of the
enkropies and heat capacilties have been found to be very
accurate. Thermal arxpansion coecfficients and the phase
diagrams of minerals have been obtained by this method and
comparve fairly well with experimental dabta. Lastty, defect
enervgy calculations, using the CASCADE propgram, have allowed
reasonabdle estimates of the diffusion rates of jlons.

_ In the future Dr. Price expects to see the ionic model
being used successfully to determine uoknown phases and Lhe

incorporation of better Lhrea-body forces such as the
axilrod-Teller typea. it is also expeclbted that ab initio and
modified alectron gas polentials will be sufficiently

advanced to assisbt with this btype of work,

Dr . R. Lynden-Bell {(University of Cambridge) delivered
a talk on Lthe subjeck of phase transitcions and Lhe
Fluctuations in orientationally disordered crystals,. NDr.

Lyaden-Bell has wused molecular dynamics te study these
phenomena in a variebty of systems; CHQ* CBr, ., CCl“, Na+.CN“,
LBuBr and SFg. The value of the molecular dynamics approach
is that it complements existing experimenlkal and theoretical
methods and naturally introduces Lthe effecks of temperature
and aenlkropy. The theory of ordering studied by Dr. Lvndaen-
Bell is the Landau theory, in which the free energy of a

system 1is given by the expression:

G o= Gy o+ alT-T)¥% + vt
In which Y ig the 'order pacameter'. Tﬁis " fFunétion has a
single minimum for temperatures T>T, {indicating a stable,
orderered phase) a very broad minimum when T=T, (indicating

incipent instability) and a double minimum when TIT,
(indicating a new preferential ordering). The cordery
parameter Y is itgelf a function of the orientation of the

molecules and i1s an irveducible representation of the space
proup of the crystal. Its spatial Fourier Ltransform is
represented by:

v = v moel : onq Len,

Y (k) o exp(ik.r; 1) Koy ()
In which the function K“{L(Q.i is 8 combination of spherical
harmonics (e.yg. Kubic harmonics) appropriate to the cvrystal
symmetry. The index . indicates Lhe btype of ordering, thus



L=1 implies dipolar ovdering, =2 quadrupolary Ordefing”and
L=3 octupalar ordering. Fluectuations in Lthe order parameter
Y (i.e <Y2>) are largest when a change in phase is incipient
and plots of <Y< vs. k vector provide information on Lthe
cryskallographic fealbures of the transition e.g. a peak ak
k=0 (7 point}) indicates no change in the number of molecules
in the unit cell, at k=zone boundary implies a doubling (or
similar) in the unit cell and al intermediate & values, an
incemmensuvrate phase 15 expecled.

Dy . Lynden-RBell illustrated these principles with
examplaes of the orientational propertiocs of sodium nietrite
and niktrogen on  praphibe. The concluding example was an

investigation of Lertiarvy butyl bromide (EBuBr) Lo determine
whether the ordering was dipolar (L=1) or octupolar (L=3),
the former indicating the dominance of the molecular dipale
in Lhe erystal structure and the latter the dominance of the
tetrahedral geometvy of the moleacule. A comparison of the
<Y2> vH. e plotbsy of Lhese two alternatives with the
corresponding plots of CBry 4 showed bthe closer resemblance
te the ocLbupolav case.

Prof. C.R-A. Catlow (University of Keele / Daresbury)
described the investigation of the structure and
conductivity of 82 alumina. Two forms of g alumina exist; the
stoichiometbtric tEorm Na,0.1141,0q and the non-stoichiometric
form (Nﬂzo).l;3llA1203. The believed structures are complex
spinel blocks in which the sodium abtoms occur in layers at
alternate hexagonal sites (the so—-called Beevers-Ross (BR)
sites). The sodium ions are mobile in these lavers and give
rise to conductivity. The non-stoichiometric sodium ions
reside 1iun bridging locations between oxygén Lons. The
structures were investigated both by static latbtice methods
(which used a shell model for the ions) and by molecular
dynamics (which used a rigid ion model and the Fwald sum Lo

handie the long range forces). The " objectives were to
determine the role of non-stoichiometry in conduckion, the
migration mechanism, the structure of Lthe conduction plane

and the temperature dépendence of the conduction.

The static lattice calculations were performed with Lhe
CASCADE program and showed that the interstitial sodium ions

occupied the 'anti- Beevars—-Ross' siktas and that the
conduction path for the sodium ions was different in the
non-stoichiometric and stoichiomebric cases. The molecular

dynamics were performed with the program FUNGUS, which was
adapted for the parallel assembly ok FRS Processars at
Kingston N.Y.. The simulations used 300 ions per HMD cell
the steichiometric case possessing 24 ¥aT  ions. The non-

3

. . ; + ,
stoichiometvic CAsSng had 4 ancd 8 mo e Na ions {(plus
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. P .
compensaking 0 ions) respecltively.

The stoichiomebtric cases showod the sodium ions. to ha
at the 1134 sites but NO diffuston (i.e. conducrivity) was
ecvident in Ehe bemperature rvregion 600K btoe 900K, though tha
gat
N gL
stoichiomebric (+4Na+) case snowed sipgos of diffusion at

lLons showed large thermal paramekers., Thae non-

HONK and definite diffusion at 9200K. The interstibtial sodium
ionsg ocoupied anbti-~nRR gsites with some displacement due tbto

strong interachion with Lhe excass 0+ ions. There was some
evidenca of conduction pakths . Surprisingly, the non-
stoichiometric (+8Nat)y case showed significantcly less
diflusion and axtensive interactions batwesn the excess
sodium  and oXvoen tons. The axaess godium  dions were

displaced towards Lthe mid 0-0 bridge.

The conclusions of Lthis work. ware rthat the
stolchiomaebric 8 alumina is not bl godiumn ion. conductor,
while in the highly non-stoichiometvric form conduction is
surpressed. In the low non-stoichiometric ftorm the excess
sodium ions occupy anti-—-BR sibtes, but are displaced tLowards
the oxygens at higher non-stoichiomelyry, Conduction by the
sodium iens appears to involve distinelt pathways.

The session G the gquanbtum mechanical methodsg of
simulacion began with a talk by Dr. M. Gillan (Harwell) on
the Path Integral Monte Carle (PIMC) method, which is a
method for simulating quantum systems at nonzero
temparatures . and hasg its origins in the . path integral
formulation of quantum mechanics due teo Feynmann.  Beginning
with the one dimensional, single. particle case, Dr. Gillan
explained Lhe. derivalbion of the method. Ak bthe core of. - the
melhod . is _the  mathematical . function’ known as the dénsity
matrix; in terms of which the.partition function of a system
and the mean value of any . static (equilibrium) : . observable
quantity may be caldulated. . The form of the density matrix
is:

plx,x';8) = Tn y*n(x) exp(—ﬁﬁn) v, x")

which closely resembles Lhe Green's Ffunntion . or propagator
used in the path integral formulation of Feynman. This means
that a substitution of the bLime variable by igh/27 permits
the formal use of the path integral method Lo calculate the
partition functian for the system of interestl. In reality

the density function has only been derived tor Lwo  cases,

the free particle and the harmonic potential, and no
analytical solution is known for complexr potentials or many-
boidy sysLems. Howaever Feynman's formalism allows the
partitioning of A pliven pabth integral inte shorter paths
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over the span of which the harmonic potential wayv be used as

a poond approximation. (This is the so—called short-time
approximation.) If kthis strategy is adophked, (Lt emerges Lhat
the resultant expression tor Lthe partition Function is
formally equivalent to Lhat of - classicat model ring

polymer in which the atoms are coupled by harmoenic springs
with a force constant of Em.‘.’(n)z/(hﬁ)z and each atom is in a
patential field of strength V/P, whewre P is the number - of
abtoms in the ring and ¥ is Lthe potential in Ehe original
Hamiltonian.

The nphvsical sipgnificance of the polymer is that
colleabively it represents the delocalisation ol the parent
particle in agrecment wilh the Uncertainty Pringiple. The
effeclbive reduction ok the poltential energy by the factor
1/P is what enables the varent particle Lo Lunnel inko
cltassically forbidden ragions. The spring constant is
largest when Lthe temperalbure o Lhe mass of Lhe parent
particle i35 larpge. This means Lhat the ving polvymar reduces
in extent (i.e. raducead delocalisation) under thesa
Clvoumstances, which comply with the rlassical- timit.
Generalisation of the method Lo many dimensions and many
pacrticles is easily accomplished (but may bhe computationally
expensive ).

Simulations using this method require only Lhalbk some
realistcic way of ganerating Lhe configurations ol the
isomorphic polymer be available. Either molecular dynamics,
Monte Carloe or stochastic dynamics methods may be emplovad.
(No. significance should be attached to.  Lhe time dependent
aspeécts of MD and S$D.)  Dr. Gillan . prefevs “"the stochastic
mebthod . over - MDJ.sincé'it-avoids-the proh1éms“df'ergodicity
encountered in MID when the spring constants ‘are large, @ Dr.
Gillan gave_'a-ﬁumbef of "examples of the application ¢f the
method -and concluded with his own work on-the dissolution of
hydrogen in meltals in: which he has been  'able. ‘to reéproduce
many of the observed features of these remarkable systems.

Dr. B.H. Wells {(University of Oxford) continued the
quantum mechanical theme in a tallk on Ehe new developments
that have taken place in the Green's Function Monte Carlo

method. Dr. Wells began by describing the two basic melhods
currently in use; the Variational Monte Carlo and Diffusion
Monte Carlo methods. Both are methods for dealing with the
electronic wavelfunctions of melecular syskbems. The
Variational method is used to calculate the energy of a
system from a known wavelfunction. In the method an inital
sel  of electron positions ave moved using a gaussian

propagator and the moves acceplted according te a probability
based on the square of the wavefunction. The so-called ltocal
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energy Bptr') is caleculated and accumulated at each step,
following an equilibration period. In Diffusion Monte Carlo
the wavefuvnation itself is calculataed, starkting from an
initial trial! wavefunction. n Lthis method the gaussian
propagakbion is augmented hy an exponential branching term,
for which a trial state energsr is required and is updated as

the simulation procesds, Lxvited states can be catculated
nravided the initial wavefunction possessas the correct
gymmetry.  Tha standard mebhod s es Lhe 'Fiwed node’
approximation,'_which reduires the nodes of the wavefunction
Lo be acocurately known . This knowledge  preovents negative
confipuration densities arising in the sampling precedure .
Configurations which avoss a node boundary in the course ok
the valoulation are deleted,. but provided the trial energy
is close Lo the actual state cnargy, the population of
configurations will be maintained. The mebhod has been

succoessfully appliend calcoulations of Lthe corrvrelation energy
in small molecules..

Among'the advances in the methods that have begen taking
place recently arae the removal of the shorft-Lime
approximation in the Green's function propagatoer, the
removal of the 'fixed-node'! constraint and the development
of the differential Monte Carla meathor to enable
ralculations  of physical quantibties, such as the molecular
dipole, which depend on smal l energy differences. {(The
essential feature of the latter method is the calculabtion of
Lwoe distinoet syskLems, = one the minor perturbation of the
other, usiung the same random walk Lo reduce the variances of
thd_ da1¢u1ated._property.)h_ EXampIé_-applications__OE: the
methdds,_descriﬁed: by, Driﬁi Wells idcluded. the 92+6_ bound
system, e~ut systéms'at a dielectric surface {(for hoth.  of
which good binding - energiea ‘were “obtained) and the
calculations of H3T_and_ﬁ5f_ﬁys;éma_ with . and. without the
Born-Oppeaheimer approximation.. - . i

_ _THé_'fiﬁal 'épéhkéf'zﬁf thq.meeting:wés.hf+; D. Fincham
(liniversity of VYork) who provided an overview of the current
developments in parvallel computing. He began by defining the

concept of a parallel computer, which is a computer
possessing more than one processing unit, all or some of
which could be active simultaneously under the direction of
the user's program. Parallel computers may be SIMD (Single
Instruction Multiple Datastream) or MIMD (Multiple

Imstruction Multiple DNatastream) machines.

n architectures for

e 18 the maintrame

There are currently three mai
parallel compulbers. The first of thes
which has a small numbar of preocessors with shared memocy
(e.p. Cray XMP/48). The second is the swilching network, in
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which therc AN sepavate Drocessors and interconnacted

memories {e.g. ULTRA) . Tn the third nrchjtecture, the
Processors ave conneckted bult have their own memory boavds.
An important fealtbure oF all parallel computers isg the
topology of the connections betweeon pfbceséing units, Dr.
Fincham gave four examples; Lhe square arvrray (e.g. TCL DAP),
the hypercube (e.g- INTEL hypercube), the pyramid (devised
by the University of Erlangen) and the Waterloop Ring. Fach
of these Lopologies has its own features and advantages e.g.
the hypercube, which possesses 20 nedes with n connectians
to each, has other connectivibties as subsets of this, and

Lhese can be exploited in specific applications such as Lthe
periodic boundary. :

N recent’ significant ‘developmeant in Lhe parallel
compuring concept hasg becn Lhe Jdintroduction of the
TRANSPUTER, which is a high performance microprocessor which
nas beean specifically designed Lo be livnked te other
TRANSPUTERS s0 creating a parallel processor. Fach processor
is itself a complete computer, which will SO0N acquire a
hardware floating point uanit {currently Floating point
avithmetic is haundled by softwarve). By way of an example
application Dr. Fincharm described a moelecular dynamics
application of Lhe TRANSPUTER, chat Was suitable for
simulating biological molecules. Other recent significant
developments are: the INTEL iPS5C and 1iPS5C/VX computevs which
have the hypercube topology and up to 128 Processors, the
FPs T series, which has hypercube topology and vector
processors at” each node; Lhe TCL Mini-Dap, a $IMD machine,
and the Reconfiguvable Processor Array {(RPA) alt Southampton,
in which the: processing elements can' be dynamically
‘configured to suit  the applicavion. L o . B

‘De. ¥Fincham concluded with & “few ' ¢omments on  the
(unltikely) transportability - of " parallel codes “and  the
commercial pressures likely to encourage Lhe development of
larger machines with' fewer processors instead of smallerx
multi-processor machines. ' ’

Throughout ihe meeting 4 number of poster displays were
“on view. These included: -

"Bynamical Simulatien of a Model Reverse Micelle', by D.
Brown and J.H.R. Clarke.

"Simulated Annealing of Atomic Clusters'", by L.T. Wille.
"Computer Simulation of Plasticity in Minervals'", hy M,
Hepgpie, R. Jones aand Y. Zhang.

"Simulation Studies on Adsoerption of Methanol aver
Silicalite', by R. Vetrivel, C-R-A. Catlow ancd E.A.
Colbourn.



"Computer Simulation 6f'2molibe'$thbilffy and Structure", by
R.Aa., Jackaaoan.

"Generalised Hydrodynamics and Eigenmodes for a Lennard-
Jones Fluid", by €. Bruin.

"Computey Simulation of a (Classical Fluid with Inteérnal
Quantum States" by J. Talbot, P. Ballone, Ph. de Smedt and
JoLo Tebowitz.
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Computer Simulation Studies of Zeolite Structure and Stability
R. A, Jackson and {. R. A. Catlow
Department of Chemistry, University of Keele, Keele, Staffs. STS 58G.

Introduction

Atomistic computer simulation techniqués have been applied to a
range of zeolites, with a view to predicting the structures and relative

stabilities of these materials.

Details of the Method

The atomistic computer simulation technique that has been used in
this work is lattice energy minimisation. This technique enables
lattice energies to be calculated and the associated minimum energy
structures to be obtained. It relies on the availability of interatomic
potentials to describe the interactions of atoms in the crystal; the
potential model used for zeolites has been applied to a wide range of
ionic and semi-ionic solids, and the parameters have been used in a
successful simulation of the structures ofd- quartz and its
po1ymorphs(l). An important feature of this model is the inclusion of a

3 body term to account for covalent effects in silicon-oxygen bonding.

A second derivative minimisation method has been used in all

calculations; it should be noted that in the case of silicalite, the

CRAY X-MP/48 was required for the calculations.
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Editorial.

Iy ig probably part of the natural cycle of things
that it cccasionally becomes - necessarcy Lo appeal for
contributions for the CCPS Newsletter. Such is the case now.
This does nobt however indicate that there is a diminishing

interest in the newsletter itself, as rarely a day goes by
when we are not asked to add morve names to our mailing list.
It is therefore imporbtant to remind our veaders that the

newsletter is very dependent on their enthusiasm tf 1t is teo
keep going.

The CCP3 newsletter is an interesting publication in a

number of ways: it published regularvly, articles appears
quickly (within three months ar lessy}, it has an
international readership and it is ioformal enough to allow
the publication of novel or speculative ideas. Added to
these is the fact that there are surprisingly few
publications that discuss the computational details of
simulation methods wavts and all,. For these regsons ik

should be well worth supporting.

So te encourage 2ur readership we announce that we
would be pleased to receive contriburions from anyone active
in the field of computer simulation of condensed phases,
anywhere in the world! We would also be particularly pleased
Lo publish material from postgraduate researchers, who often
have some original ideas te contribute to the computational
art. We awaitbt vyour contributions!

In view of this appeal it is a special pleasure Lo
thank the contributors to this months issue, Long may they

prosper!
Contributors:

D. Brown Department of Chemistry,
U.M.1.5.T., Sackville St.,
Manchester M60 1QD.

C.R.A, Catlow Department of Chemistry,
R.A Jackson University of Keele, Keele,
Statfs. S5T5 5BGC.

J.E. Quinn NAP Supporkt Unit, Queen Mary
College, Mile End Road,
London El 4NS.

W. Smith Theory and Computational Science
Division, S.E.R.C. Dareshury



L.

Woodcock

Laboratory, Daresbury, Warrington
WAL 4AD.

Department ¢f Chemical Engineering,
The University of Bradford,
Bradford, Yorkshire BD7 LOP.
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General News.

a) CCP5 is to  organise  ‘a méefing'“ehtitléd "thdustrial
Applications of Computer Simulation'. The meeting will rake
place at the Royal Institution in London from 1lth. to 13th.

Januavy [988. The pucpose of the meeting is to discuss the
application of the simulation methods agsociated with CCP5
{i.e. molecular dynamics, Monte Carlo, energy minimisation
ete.) to industrially significant problems. The organisers
of the meeting will he Prof. C.R.A. Catlow and Dr. M.
Quirke. Readers interested in taeking parkt In this meeting
should write Lo: Dr. N. Quirke, B.P. Research Centre,

Chertsey Road, Sunbury-~on-Thames, Middlesex TWI6 7LN.

Further news of Lhis meeting will be announced later.

b) CCP5 is also to organise a meeting on the subject of bio-
organic applications of computerx simulacion, which
provisionsally, is scheduled for Easter 1988. More details of
this will be vevealed as Lthe organisation develops.

¢) At the last meeting of the CCPS Steering Committee which
tcok place on 9th. January the composition of the Executive
Committea was changed in accordance with  the usual
procedure. Professor C.R.A. Catlow was elected as the new
CCP5 Chairman to replace Dr. J.H.R. Clarke. In additien Drs.
R. Lynden-Bell, S. Parker and M.P., Allen were elected to the
Execultive Committee. The outgoing members being Drs. N.
Quirke and P.A. Madden. In addition to these changes; Dr. M.
Leglie has taken the résponsibility of Secretary to CCPS and
Dr. W. Smith will'now handlé the CCP5 Program Library. The
composition of the Executive Committee is thuse: - = = '

Professor C.R.A. "Catlow (Keele University and - Daréébury)f

Chairman, S S
.P. Allen (Bristol University)

Deo M -

Dr. D.M. Heyes (Royal Holloway and Béedford New College)
Dr. M. Lleslie (Daresbury) - Secretary

Dr. R. Lynden-Bell (Cambridge University)

Dr. S. Parker (Bath University)

Dr. W. Smith {Daresbury) - Program Librarian

This would seem- to be the place to thank the past
membars of the Executive Committee for their work on behalf
of the CCP% communiky. In particular {1t {s appropriate to
thank Jultitan Clarke, under whose chairmanship for the past
three yeavrs CCP3 has been extremely successful.



d) The CCPS Executive Committee wish to announce to all U.K.
pavrticipants in CCP5s that it has set aside a pacvt of the
CCP3 budget for the purpose of assisting collaborative work
in the U.K. simulation commuﬁity. These funds are to assist

wikh expenses for travel between collabovating centres. . S50
far, CCP5 has agreed Lo assist the fellowing collaborating
groups;

J. Clarke and D. Tiidésiey'(Transport Properties),

5. Parker and . G. Price {(lattice Simulations},

M. Allen and G. Evans (Hard Ellipscids},

K. Singer and W. Smith {(Quantum Simulatioens). .

Other groups who wish to be considered for this. amsistance
should write to the CCPS Chairman, Prof. C.R.A. Catlow,
Department of Chemistyy, Universgity of Keele, Keele, Staffs,
STS 5BG.

e) The CCP5 Executive Committee also wishes Lo remind LK,
participants that it has an annual alleocation of Cray time
at each of the centreg: London (Cray 1g) and Rutherford
(Cray XMP-48), which is available for the development of
simulation programs prior to a grant allocation. At present
cCcPs is allocated 13 houxrs a year at London and 5 hours
quarterly at Rutherford. Readers who wish to use some of
this allocation should write to the CCP5 Secretary, Dr. M.
Leslie, TCS Division, SERC Daresbury Laborsatory, Daresbury,
Warrington WA4 46AD.

£y Thg " Rutherford ahd'Appleton Cohputer;Centre Cray KMP /48
is now up and running. It is currently accessible to a . few
privileged users, . who are running jobs to test the machine
in a workihg'éﬁyifbnmehﬁ bef0rq3it_becomes;available to the
wider dcademi¢ community in April. . : : IR

In time it is expected that the CCPS Program Library
will te modified to rumn on the XMP and users who would  like
to see any specific programs converted immediately should
contackt the CCP5 Program Librarian, Dr. W. Smith.

2) The University of Manchester Regional Computing Centre
has described the new VHM/CMS service which they will be
running soon on the Amdahl 5890/300. It was orvriginally
intended to run the three domains of the Multiple Domain
Facility to deal with: (i) the service currently supplied by
the Amdahl 470 v/8, {(ii) a national VM/CMS gervice and (111i)

a Manchester local service,. However only two domains are
posadible with the current hardware and s0 the last two
services will run initially on one domain. Some disruption



of the existing service is expected 20-23 March Lo reconnect
the periphevals of the 470 V/8 to the 5890/300, followed by
acceptance tests. The experimental VM/CMS sérxvice is
expected to be avallable in early May. a useful description
of the VM/CHMS service sppears in the March UMRCC Newsletter,

An important aspect of the operation of all the national
compubing ceéntres - ‘{London, - Manchester and Rutherford~
Appleton) will be the new PlPeer Review system for the
alloecation of <computing rvesources. Everyone involved in
scientific computing in the UK should become familiar with
this. The UMRCC newletber for March 1987 and the ULLC
newslebtter for February 1987 both carry details of the
agreed procedure and sre thus recommended reading.

h) The - University of London Computing Centre has now
uppraded its front end computer to an Amdahl} 5890. The
second phase of this upgrade will involve the introduction
of new disc storage devices (Amdahl 6380 disc drives, which
are 3380 compsetible). During this phase both 3380 and 3350
discs will be used but eventually only 3380 discs will
prevail. Thig change will have an impact on dakta storage at

London and users are advigsed te reassess their data storage
habits.

L) U.K. CCPS " participants are- - reminded that 4dt Dafesbdry
Labersatory the 5.E.R.C. has available an FPS5 164 attached
processcor, currently with 3 MAX (wmatrix accelerator) boards,
which is available for grant supported computing within the
Science Board Community. U.K. research groups are invited to
apply  informally to Dr.: - J.E: Ingleéfield;'aQ'DaEesbufy;:EOF
time on-the FPS for behchmarking purposes. If the FPS5 proves

viable  for —a "given "project, ~wa formal application may be
made:. "Advice on-iusing the FPS at hhféébury‘may:be_=dbtained
from *'the User’ Interface ‘Group - {in thénpersdh:bf‘Dr,_ D.
Taylor) or from the CCP5 répresentative: Dr: ° W. Smith. A
document " ‘éntitled 'Using the FPS Attached Processor at the
DaresblUry Laboratory' by Dr. M.F. Guest i§ available from

the User Intevface Group.

j) Concurrent Computing Initiative al Daresbury.

A ‘new advanced research computing groiup has been set
up at Daresbury to develop large scale computational codesg
for a number of ecientlfic appllicaticns I{n a highly parallel
computer environment. Central ta this project is the
recently acquired FPS5-T20 hypercube, 16 powerful processors
interconnected as a 4 dimensional hypercube or tesseract

(]



{hence T for tessevact and 208a2“).

‘Zach node_fdf the T«hachine_;comprises . &n__'Inmos
transputer, IMb of memory arid 3 Weitek fleoating point. chips,
giving a vrealisable 12 Mflop performance per node on highly

vectorised code., Thus the total gpeak performance . 1is 192
Milop with 160 Mflop having already been demonstrated on a
distributed matrix_muitiply. The machine is frontended by a
Micro-Vax 1T running Micro-VMS 4.4 and dinitially the
T-machine is only programmable in occam. However a software

release scheduled for Aupust will provide both Fortran and
C, and alsoc move to a Unix frontend operating system.

Plans for upgrades are ﬂlre&dy in place and it is

anticipated that the system will evolve to be an extremely
powerful Fortran engine for both scalar and vector code. It

is only by exploting the inherent parallelism of most
scientific applications thak one can h'ope for the saveral
orders of magnitude increase in computational power required
by many applications. Current supercompubters with small
number s of expenslve processors sharing memory cannot
realise the 1000 fold increase in power offered by highly
concurrent, distributed memory architectures.

R.J.Harrison and M.F.Guest.

SERC, DParesbury Laboratory, Warrington WAL 4AD.

k) The international .conference, entitled. 'The Impact - of
Supercomputérs on. Chemistry'’ ié; due to.take place in. the
University_ofbeﬁdoﬂ:frOm:1354 16 ApriIQ1987 The;_coﬁferénce
willg3c0vér_ hllg aspectﬁ}_df, tﬁe,:USe: of ~supercomputers;
applications and methodeology. Some of the talks that are to
be ‘given include:  "Supercomputer Simulation of Solids" by
M.J. . Gillan, . "The .Impact of Quantum.  Monte Carlo. on

Chemistry" by D.M. Céperley1jﬁduantum-Chemist:y,'StatisticaL
Mechanics and Fluid Dynamics” by E. . Clementi, "Chemistry as
& Many-Particle Pbéblem"_by H.J.C. Berendsen and "Protein
Structure, Cémputer Simulation and Graphics in the Deslgn of
Novel Molecules" by T.L. Blundell.

Enquiries regarding the conference should be addressed
to DBDr. J. Altmann, ISOC B7 Secretariat, Room 209, University
of London Computer Centre, 20 Guildford Street, London WCI1N

IDZ. (Telex 8953011).

1) Readers ﬁay aiaq be interested in ﬁﬁe_.Seventh_ Summe r
S5chooel on Computing Techniques in Physics, which takes place



on Yrth-18th. . - June 1987 at Bechyne Castle near Tabor,
Czechoslovakia. This year's theme 1is 'Microcomputers 1in
Physics!', The organiser is Dr. J. Nadrchal, addrass; Summer
Schools on Computational Physics, Institute of Physics,
Czechoslovak Academy of Sciences,  Na Slovance 2,  €5-180 40
Praha 8, Czechosloevakia.

m) The Institute of Physics is organising the 1987 Solid
State Physics Conference for l6-18 December at the HW.H.
Wills Physics lLaboratory, University of Bristol and it will
contain  a number of symposia that will undoubtedly be of
interest Lo participants in CCP5. Among, the intended
symposia are: Statistical Mechanics of Disordered and
Inhomageneous Systems,; Physics of Sputtering Procoesses,
Polymers and Liquid Crystals,; Scattering of Neutrons from
Disardered Systems and The Physics of Solids ar High
Pregsures. People interested in attending or contributing a
paper should contact Dr. B.L. Gyorffy or Dr. R. Rvans at the
H.H. Wills Physics Laboraktory, University of Bristol,
Tyndall Avenue, Bristol BS58 1TL. We will provide more
information in our next newsletter.

n) It has been sugpested to the CCP5 Editors that it would
be useful for CCPS participants to have a list of the EARN

and BITNET addresses of other members of Lthe project. For
this purpose we would be happy to receive from our readers
their addresses, which we shall collect hare at Daresbury
for publicatien in the newsletter alk a later date. So that
we don't fall foul of the 'Data Protection Act', it should

be understood by all participants that the contributed
addresses will be avagilable to everyone.

c) The CCP5 Program Library. Documents and programy are
available free of charge te academic centres upon
application to Dy . W. Smith, TCS Division, S.E.R.C.
Daresbury Laboratory, Daresbury, Warrington WA4 4AD, U. K.
Daresbury Laboratory. Listcings of programs are available if

required byt it ia recommended that magnetic tapes (to be
supplied by the applicant) be used. It may also be possible
to transfer a small number of programs over the JANET
network to other computer centres in the U.K.. Please note
that use of inappropriate packing for magnetic tapes (e.g.
padded bags) may result ia them being conaidered unusable by
Daresbury Computing Division and returned without the
required software. Please ensure that these forms of
packaging are not used. A lisat of programs available isg
presented in the following pages.



We should also like - to remind our readers that we would
welcome contributions to the Program Library. The Libravy
exists to  provide support foe the research efforts of
everyone active in computer simulation and toa this end we
are always . pleased to extenc the range of ‘software
available. If any of our veaders Thawve.. any "programs - they
would like to make available, please would they contact Dr.
Smith.



THE CCPS PROGRAM UTIBRARY

MDATOM by 5. M. Thompson. M. D, simulation  of monatomic
fluids. '

MMDIAT by 5. M. Thompson. M,D. simulation of homonuclear
diatomic fluids.

MDLIN by 5. M. Thompson . M.D. simulation of linear
molecules.

MODLIND by S. M. Thompson. M.D. simulation of linear

molecules with quadrupolae.
MOTETRA by 5. M. Thompson. M.D. simulation of tetrahedral

moleculas.

MOPOLY by 5. M. Thompson, M.D. simulation of polyatomic
molecule fFluilds.
ADMIXT by W. Smith. M.D. simulation of monatomic molecules

mixtures.
MDNACL by W. Smith. M.D. simulation of alkalai halide salts.
MODMIXT by W, Smith, M.0D. simulation of polyatomic molecule
mixtures.
MODMULPE by W. Smith., M.BD. simulation of polyatomic molecule

mixtures.

MOMPOL by W. Smith - & D. Fincham. M.D. simulation of
polyatomic molecule mixbures. )

MDZOELID by W. Smith & K. Singer. M.D. simulation of
ellipsoidal gaussian molecuyles.

DENCOR by W. Smith. Calculation of density correlation
functions.

CURDEN * by W. Smith. Calculation of current density

corvrelation functions.

InNL.tt by 0. M. Heyes. M.D. simulation of atemic fluids.

HLJ2 by D. M. lleyes. M.D. simulation of atomic fluids (with
VACF) .

HLJ3 by D. M. Heyes. M.D. simulation of atomic fluids (link-
cells).

HLJ4 by D. M. ffeyes. M.D. simulation of atomic fluids
{(constant T or P).

HLJS by D. M. Hevyes . M.D. simulation of atomic [luids
{shifted force).

HLJ6G6 by D. M. Heyes. M.D. simulation of atomic fluids
(Toxvaerd algorithm).

MCRPM by D. M. Heyes. M.C. simulation of electrolytes
{restricted primitive model),

SURF by D. M. Heyes. M.D. simulation of model alkalai halide

lamina.
HSTOCH by W. F. van Gunsteven & D. M. Heyes. MD  or 5D
simulation of molecules in wvacue or rectangular

cell with selvent or lattice.
MDATOM by D. Fincham. M.D. simulation of atomic {luids.
MDODIAT by D. Fincham, M.D. simulation of diatomic molecule
Fluids.
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MODDIATO by D. Fincham. M.D. simulation of diatomic fluids.

MODTONS by n. Fincham & N. Anastasiou. M.D. simulation of
electrolytbes.

MDMANY by D Fincham & W. Smith. Simulation of vigtid
polyatomic molecules with/without fractional
charges.

CARLOS by B. Jonsson & 5. Romano . M.C. simulation of a
polyatomic solubte molecule in an aqueous cluster.

MON by N. Corbin. M.C. simulation of atomic Fluids
(Merropolis).

SCN by NW. Corbin, M.C. simulation of atomic fluids {(Rossky,

Friedman andgd Doll).
STATIC SIMULATION CODES

CASCADE by M. Leslie and W. Smith. Calculates Lhe structure

and energy of a defect in an ionia crystal for a
given potential model. )

THBREL Decermines the mindmumn aneargy configuration of a
perfect lattice for a given potential. :

THBFIT Empivically fits a potential Lo experimentally
observed properties of a perfect lattjce.

SYMLAT Determines the minimum energy configuration of a
perfect lattice for a given potential,.

THBPHON Caleculates phaonon dispersion curves for ionic

crystals with three-body terms in the potential.

10



University of London

ROYAL HOLLOWAY AND BEDFORD NEW COLLEGE

Egham Hil, Egham, Surrey TW20 0EX Telephone Egham (0784) 34455
ext, %2401

DEPARTMENT OF CHEMISTRY
The Bourne Laboratory

Dear Colleague,

At the Bth Farch 1937 CGUPS executive commdiiee meeting it
was decided to look into the pessibility of holding a CCPS sponsored workshop on
" Tranzpori Processes M,

I am writing to you to discover if you would be interested in
attending such a meeting and if so the directions you would liwe it to iake.
tn obvious area would be equilibrium and nen-equilibriuwm ML routes to viscosity,
geli-diffusion and thermal conductivity of fluids. fransport in solids and
algorithms for performing the molecular dynamics are otaer areas of interest.
We would appreciate your opinions on tals matter, and also on the months in this

year most sultable to you,

! f=d s o
rat wishes,

Yours sincerely,,
C N | - -
L) aw (K ,lv \)(*'-:3
Telex : 935504  Fax : 0784-37520 h
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MEETING ANNOUNCEMENT:

THERMODYNAMICS AND STATISTICAL MECHANTCS OF SMALL SYSTEMS

N meetiag is being ovcvganised hy the Royal Soaciety of
Chemistry Statistical Mechanicg and Thermodynamics Group at
Lhe lUniversity of York on September 24-23 1987,

The topics for discussion include small system behaviour in
porous media and a2s ocrystallites, clusters and miceltles.
Borh theoretical and experimental aspects will be discussed

and contributiens are invited.

The speakers include Dr. R.J. Evans {(Bristol), Prof. D.H.
Fverett {(Bristol) and Prof. J.5. Rowlinson (Oxford).

. Please contact Dr. J.H.R. {larke, Nepartmenlt of Chemistry,

.M. 1.5.7., Sackville Sktrvreet, Manchester M&60 QD as soon as

possible for details.

P.G. Francis

et
—



REVIEW OF THE CCPS MEERTING ON 'NEW HORIZONS TN TUHE COMPLUTER

STMUOLATION OF CONDENSED PHASES' HELD AT UMIST 8 - 9 JANUARY
1987.
W. Smith

As tire titile o0of the meeting suggests, the latest CCP5
meshing was a4 forward lookinpg affair, which was intended to
highlight areas obl computer simulation which seem likely to
open new avenues of enquiry. The meebing was organised by
Lha departing COPY Chairman, Dr . J.H.R. Clarvrke, with the

assistance of his colleagues at “he Department of Chemistry
and was attbtended hHy seventy simulation scienkists from the

initaed Kingdom, Turope angd North America. As is alwaye the
case with Cors meebtings, many interesting gquestions were
raised and Dr, Clarke wisely allowed sufficient £ime for
discussion. fog result it Wa S generally held to be a

£33
stimulaling and informative meebting.

The first conkbtribubtor Lo the meeting  was ~Prof. W L.
Jorgensan (Purdue University), who spoke on the subject of
cemputbter simulations of organic reactions. The objective of
this work wWaea the determinabion of the rates of orpanic
reactions from fivst principles. Prof . Jorgensen ficst
considered the Sy, reaction beloved of organic chemists, in
pavbticular, the reaction bebtween chloromethane CHECI and
chloride anion S . Swo reazclions are bimolecular and
sterospecific, Ehey de not have intermediates and have an
activation energy that increases with the polarity of the
solvent. Prof. Jeorgensen's approach involved the calculation
of the gas phase potential reaction surface followed by -~ its
modification te include solute-solvent effects and finally a

simulation of the reaction along a suitable reaction
coordinate. The ficvrst step was achieved through alb initio
methods; calculating the energy of the transition state

{(i.e. the (€}, CHq . .. .CL]" complex) over the reaction
coordinate. The solubte~solvent interaclbions were determined
by the ab initio calosulation of clusters of solvent
molacules with the reackbtive species. The purpose of thae
simulation (by Monte Carlo mekthod) was to determine the

density function g(r. ) giving the probability of the
reacting species being at a sepavration r, on the reaction
coordinate. From this the 'ryreaction force' w(l."._\):‘—

kT _'J.n(g(r(\)) could be obtained. The simulation involved the
reacting system plus 250 'TIP4P' wabter molecules within a
periodic system. The MO procedure reguired the simulation to

be done for several overlapping 'windows' of the reackion
coovdinate, using a biasing technique to sample each window
adeguately. The final set of overlapping windows gave the
full g(rn) function. The NTP ansemble required 1-2M

12



equilibration steps and 2-6M steps averaging for each
window. In the simulation the potential funcltions used were
Lennarvd-Jones 12-6 functions with fracrtional charges Lo
repraesent the Coulombiac forces. However the parameters were
described as functions of bthe peazclbion coordinate, fitted to
the ab inito ecaleoulations.

The results for the example reaction showed that the
relatively complicated anergy barrier of tha gas phase
reaction was replaced by a single, hipher peakl in agueous
solution. These raslilts tally with experimental
observations, wnich show the gas reaction to be much faster,
and that the solvated reaction has no intermediates.
Interestinply, in the Ytess polar solwvent DME, the energy
Darviar showed more sbtyructureas, particularly the OCTUCTANCE
of minima suggestive  of intermediatas. (This latter
suggestion has 50me experimental NMR avidence in its
favour.,} Calculationﬁ of the energy and number distribultions
showed that the number of solvating water molecules about
the reactinpg species s constant throupghout the reacktion,
contrary Lo expectations. The relative reduction of the
solvation energy of the transition state {a fackor
contributing Lo the energy bavrriey {ncrease) is due to a
weakening of the solule-solvent bonding, nok to the expected
reduction in salvent coordination numbers. Further
calculations using thermodynamic perturbation theory
indicate thabt the structure of the btransition state in z2as
and solvent is very similarv.

Pref. . Jorgensen -ceoncluded. with ' a study of the 3y
‘reaction of t-butyl chloride with C17 and - showed  that- the
formation  -of  -a - contact ion-zpair'it-ﬂu]+.cl7 was clearly
appavent, but the evidence for a4 solvent separated ion pair

was -much less calear. Throughout his talk Prof. Jorgeunsen

. presented .excellent graphics revealing the . staereochemical

aspects of the reactions being described.

Dr. 5. Toxvaerd {(Panum Institute) described his studies
in Lhe implementaktion o¢f the Generalised Langevin Equation
(GLE). He was was concevned te show how the GLE could he
used to simulate the system of a polymer in solution fFor the
fraction of the cost of a full molecular dynamics simulation
but with comparable accuracy. The system he considered was a
nonomer consisbing of Lennard-Jones atoms bound by havmonic
forces and suspended in a solution with 509 Lennard-Jones
aLoms. Following the work of Bossis, Quentrec and Boon, the
GLE for this system is 15 written as:

mdy (L) /dr = —m[de'M; (e-u')v (') + v, + e, (k)

13



where vy is . the velocity - of Lhe i'th. bead, ~ r;. the
stochastic Force, @; the bead-bead forces on bead i, and
HL(L‘.) the memory function. The division of the Forces inkeo
stochastia and bead-bead contributions is only valid 1f the
correlation function <\_fi.;i> i nero throughout. Dx .
Toxvaexrd has checked this using simulation and  has
established Lthat 4! is true esxcept at short times, wherae

small deviabtions occur.

; are known, the GLE can be
] oo Lo wvooar r- oxvaerd desoribec is procedure
solved numavically 1vd I T 1 od bhed h e

OUnce the memory funacbions M

for obtaining them. The moemory function for the whole svsbem
is replaced Dy & Mori axpansion. These terms cannol in
peneral be resolved into intramolecular an solvent
contributions, wibth thao exception of the first term Kl.
Nevertheless kthe higher terms can be calculated by molecular
dynamics via the time derivatives of the velocities.
Explicit consideration ot the firsk two tevms of the Mori
expansion,; comparison of the values for the pure solvent
with values obhtained for the polymex solution allows
physically reasonable approximations Lo the memory functiouns
M, to be made. The memory functions are then written as:
Mo(E) = Ky ((s,tdexp(-K,t2/2)
: y 2

In which Kl,i(ﬁ’t) is the instantaneous value of the solvent
dependent part of K, {(which is dependent on the bead number
i) and Ko is the second Mori coefficient for the pure
solvent. This approximation has been implemented in a
simulation propram using _the Fourier. mekbthod of Wang and
hlenbeck and the results have been compared wikth molecular
dynamics and. a simpler Langevin Equation (LE) simulation.

__'The.-feédlt9 'sh0w Ehat small difféfencé§'artée-betwﬁeu
the: MD and the GLE -and . LE stmulations - of "the . .bead-bead

bondliength distribution, . but - . the  bead. velocity
avtocorrelation functions are well reproduced., The
approximate GULFE method was shown to give essentially exact
results for the centre of mass diffusion. Studies of the

end-to-end distance R2 and the radius of gyration % and the
corvesponding correlation functions showed thalb very long
runs ave necessary foxr pood statistics {prohibitively for
the MD simulations) and about 10 timesteps are required for
the molecule Lo establish Lhe wmean shape . Within Ethe
limitations on Lhe studies occasioned by these difficulties,
the MD and stochastic dynamics vesults were good. & study of
the effects of the solvent on the molecular conformation was
undertaken, by means of a comparvison wikth a 'free molecule!
simulation of the nonomer. For the sbtate points studied, the
molecule was rather globular, and no great effeacts of the

14




solvent were sean. Tt was concludad that the GLE method
described was a very useful method for studying polymers in
solution, :

Dy . D. Rapaport (Bar-Tlan University) spoke on thé new
‘subject of microscale hydrodynamics, by means of which he
has successfully simulated some of the macroscopic features
of fluid flow. Me began by describing the kinds of phenomena
sean in real flow exparimenbs, guch as fluid flow past a
stationary objeck. at low flew rates (low Reynolds number)
the fFlow is laminar {Srokes flow). As Lhe Flow inreases
stationary eddies form. AL vat higher rates the eddies
become unstable and move away From Lthe object (vortex
shedding) and give rise Lo i wakae pattern known as the
vartex or VOon Karman stroet. At very high flow rates
turbulence results.

Dv. Rapaport described how he had simulated many of
these features in a4 molecular dynamics simulation on Lthe
parallel assembly of FPS attachecd ProCEessors at IBRM,
Kingston, New York. The simulation was of two-dimensional
fFlow past a fixed cylinder of 25 nm diameter. The fluid
conststed of 170,000 ‘soft sphere' molecules in a 150 om
wide system with periodic boundaries. & fluid density of
.83 and a flow speed of 330 m/s was used, A force Field of
iDLLg was employed Lo drive the flow and rethermalisation of
Ehe molecules at the down-tield boundary was used to
maintain the perieodic conditions. The entire simulation cell
wags - partitioned into slabs' Lo permit  efficient
parallelisation of the system and reduce data’ communication
“between.processors Ld-a minimum, The resulting flow pattern
-was presented graphically: The @ "simulation’ cell . was
“padtitioned: . fnto a- 60%60 grid and a short time average of
Lhe particleé velocities in each sub=cell was ¢alculated  at
intervals of "5 timesteps. Thé average vélacity vecdtor for
each. sub~cell was then ‘platted "as a "field of "Fiow.
Approximately 100 hours of GCPU Eime " were required on a
system of four FIPS 264 processors in parallel. _ h

The results showed cleavly the development of the
different repimes of flow Dbehaviour described above i.ea.
laminar flow, eddy formation, incipient instability of the
eddies and vortex shedding and finally the wvon Karman
street. The method clearly has prealk poltential in
elucidating the microscopic Features that underlie the
continuum behaviour of fluids in Elow. Dr. Rapaport
concluded by discussing the limitations of the method (short
times, - small spatial scales and subsonic velocibies) and
posgible exbLensions of Lhe method Lo three dimensional

simulatioas .
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Dr. M.opP. Allen (ifni.vnrsiﬁy ofF 'Bl;istol)_ described his

work done in a collaboralbion with D. Frenkel (Utrecht) on
the melecular dynamics simulation G f the itsotropia Lo
nematic phase btransition in a system of hard ellipsiods.
(The phase diagram for this system had been obtained

previously by Frenkel and Mulder.) Dr allen described  the
technique by which the hard allipsoid system was simulated,
(A detailed descoription of this appears ian CCPS Tnfo. Quart.
No. 23 p.28.) in practine the svstem simulateaed consisted of
140 allipsoids and generabed 109 collisions per hour on a
CYBER 205 computer. The ellipsotids studied had axial vatios
{a/b} of 2 and 3. The obiecltive was Lo caloculate single and
collective time~depandant ovientational correlation
Functions in the repion of Lhe isolLyopic—-nematiec phase
transtbion and deduce the valuesg of paramabevs impovtant in
the DeGennes and Keves/Kivelson theories.

The single particie correlation functions were defined
as

Gp 8y o< P (el (0 e () S

antd the collective correlatbtions functions asg:.

cf(E) = By ¢ Ple;(0)e (8)) > /By < Prlei(0).as(0)) >

in which PL is a Legendré polynomial of order L and. e, is. a
unit wvector aligned along the major axis of the ellipsoid.
These functions were calculated for L=1 and 2. at  wvarious
densities. The functions showed exponential.decay at. long
timas in the expected manner. The characteristic decay times
o for the  collective  correlation  functions. . waere
‘sighnificantly loager than the decay times for.the, single
particle_cbffelationé;'_béfticﬂlarly.néar_ nematic—-isotropic
phase transition. wThe'_héhauiouffof the ratio TQS/TQQ was
shown in a plot against density and revealed. a. . critical
slowing down effect at the transition for the axial ratio 3.
This slowing down wa g interpreated using the Kivelson
RRpPpression:

ngfrjc = (1+j2)/(1+s§)

where g, is the static second-rank Kirkwood factor and i, is

a dynamical quantity that is describable in terms of the
orientational memory functions. Calculations of the factor
(1+g2)“1 for different densities allowed the above equation
teo be used Lo caleulate Jan which was found to be

insensitive to the densiby, The calcunlated mean values were
given as 1-+-jz=0.}’£|+/—0.16 (a/b=2) ancd l+j2=0.92+/—0.03
(a/b=3). These results find experimental cvidence in their



the work
I8

143,

favour ftrom

benzvlidene
of of
pradictions
tty-
systems

estimate
mean fieid
cribtaal dens

and related are
Do . n.
me L hod
(5
for

Tildesley

he hag
oubthampton)
ng

systems

Lhe
Staple
Thame s )
he Lned
{micellos)
changes.

Lan
simutati
def s

change
Th

modifi

e syslboens

and a e ennard-

paviticle possessed a di
(3i+ﬂj)/2). ha
Carleo algorithm i
Lheir locatio
sampling par
an appropri pa

in thisg case was

n
[
The

ns
the
ate

o £
from
which

20 U(Casl) /o)

I

fz(a)

0 otherwise

It

is
distribution . ¢
the L.T
according

Where
{The
temperature for

“ a

rejected

butyvlaniline

of

Furthey

deviged

gize
axaminad
Jones
simulatcion
which
were

+1

parameter controlling

La.

6

al.
which

of on methoxy

provided

Flygpare et
(MBBAY,
0.7 and
that g, diverges
inve;tigations

|4

an
the
the
these

order also

Dallennes

the supporbed
alb
systbtematic of

planned.

desoribed
M.R.

Lo

Soutnamplon)
with collaborabors
and N Nuirke {ap
variable polydispersed
which the dispersed
density of

(liniversity of
his
Sunburvy-
ligquids which
particles
the system
hard-sphere sysbtem
baoth whiah
diameter (i.e.
modi fied

in

when the
weaere the
or every

Tebf
wWas a Monte
the pavticles we ll
gsimulakbion proceaded.
MG was Lbtaken

distribution fFunction,

system, in
Eferent effective
metiiod
sizea of 28
the

at

the
chlanged as
Licle
rticle s

Lthe Shutt

sizaasg aach move

ive
z Tunction:

2% caxp{-{(z2+1)/s)s) if ladodh)

function.
and

the
dansity

was accepted
the inter-miceéellar

the Form of

unction changes wibth
Fruid.? A move

change

or

the in

interaclbtion energy:resulting from the move. Special care was
neaeded for the long range correclicns. - Applications of this
method Lto hard spheres showed that as the number density of
the particles. increases, they Lend to become smaller, while
for Lennard-Jones particles there - is an-initial average
increase in the particle diameters followed by a decrease at
higher densities. The initial increase was thought to be due
to the attractive component of the L.J potential, which
encourpgaged particles to approach, bul this effect was

outweighed by repulsive component when the density of the
particles was high.

For fluids in which the distribution Function is
symmetric an adequate description is possible using a
monodispersed Fluid with the avpropriate packing fraction,
which i1s a functien of the density and the thivd moment of
the equilibrium distribution of diamebters; Ma, A mean field
theaory for Ms has been developed in collaboration with Dr.
1. Sluckin {Southampton) . The chemical potenlbial



distributions of the hard sphere polydisparsed. fluids weare
calculabed by means of Widom's parxticle insertion method
with lattices oF diffevent particle sizes. The scataed
particle theorwy of Salacuse and S5tell gave good agreement
with bthe gsimulated chemical potential obtained with bhoth low
dengity disvribution functions.

The second day began with a talk by Dvr. 0. Price on the

computer simulation o f minerals important in the
undevstanding of geological processes., The minevrals of
preatest significance being silicates. It is extremely
important Lhat the properties of Lhese materials be fully
understood before realistic models of peological processes

such ag platbe techtonias can e developed. The problen
however is bthat these materials mosk commonly existl in
vreglions of high pressure and temperature in the earth'a cove
and 18 is not practicadle to perform suitable expariments in

the laboratory. (Perovskilae, a high pressure phase of
magnesium silicate, for example is thought toe constitubte 40
percent of the eavth by volume, but it is still very little

understood). Computer simulation is therefore an essential
tool For investigating such materials. The simulations need
te provide information on several properties ¢of the minerals
te assist the paologist; the equation of state, (P vs. T
phase diagram, bulk and shear moduli, rheological properties
and diffusion processes among tham.

A number of methods are available for modelling these
systems: {i) the ab initic Hartree-Fock  method employing
periocdic boundaries (accurate but limited - to small systems);
(ii) ab initio calculatiens on 5i0 clusters to obtain. the
petential enerpgy surfaces (good. for. some properbies, though
there ig a loss in accuracy resulting from harmonic fitting
of the surfaces); (iii) modified electron : gas - pobtentials
wiklh fiktkting of the potential surface using empivical (e.g.
Buckingam) potentials (poor -~ eslimalkes of . the elastic
constantsg result) and {iv) The ionic model using fitted
ﬂmpirical'potentials, plus coulombic inkteractions and the
shell model (massless charged shell coupled to ion core by
harmonic spring) to account for polarisability. The whole
periodic crystal structure is modelled. To offset the
effects of covalency non integer charges and bond bending
forces are somebtimes used.

Of the four methods described only the last is
presently useful for providing gealogical data. The maethod
is emploved in the large latrcice simulation programs

CASCADE, THBREL and THBPHON and give excaellent crvstal
structure data and elasticity constants (e.p. the predicted
structures of olivine, spinal and ilmenite are very good) .



Phonon data arvre also available and alltow the calculation of
heat capacity, Gruneisen paramelers, thermal expansion,
anbtropy and defect enbrvopies. Also the phonon speckrum has
been found to be in clese apreement with {nfra red and Raman

frequenacies. The eigenvectors provide details of the
vibraktional motions of the ions  which is not easily
avaitable feomn experimants. The vatoculabtions of the
entropies and  neat capacities htave been found to be very
accurate . Thermal expansion coefficiaents and the phase
diagrams of minerals have been obtained by Lhis method and
compare fairly well with expevimental data. Lastly, detect

energy caleulations, using the CASCADE propram, have allowed
reasonable estimates of the diffusion rates of jons.

In the future Dr. Price expecks to see the ionic model
being used successfully Lo determine unknown phases and the
incorporaktion of hetlter three-bhody forces such as the
aAxilrod-Teller type, It is also expected thak ab initio and
modified electron gas potentials will be sufficiently
advanced bte assist with this tyvpe of work.

Dr. R. Lynden-Bell (University of Cambridpe) delivered
a talk on the subjact of phase transitions and the
fFluctuations in orientaticenally disordered orystals. Dr.

Lynden-8ell has used molecular dynamics te study thaese
phenomena in a variety of systems; CH,, CBry,, CCLl,, Na+.CNd,
tBuBy and SFg - The value of the molecular dynamics approach
is that it complements existing experimental and theoretical
methods and natuvrally inkroduces the effects of temperature
and entropy. The theory of ordering studied by Dr. Lynden~
Bell -is . the Landau theory, in which the free energy of a
svstem is given by the aexpression:

e b Yy v
G = G0 +a(l TC)Y = Y

"Tn which ¥ is Lthe 'order parameter'> - This.:function has . a
single minimum for temperatures T>TC (indicating a stable,
ordereraed phasa} a very broad minimum when T=T, (indicating

incipent instability) and a double minimum when T<T,
(indicating a new preferential ordering ). The order
parameter Y is itself a function of the orientation of the

molecules and is an ivreducible vrepresentation of the space
AYouUD ofF the crystal. Tts spakial Fourier transform is
represented by:

¥ (k) = B,"0lewpCik,r, 89 Kaylen)
ITn which the function KF-MI'(Di is a combination of spherical
harmonics (a.g. Kubic harmonics) appropriate to the crystal
symmebry. The index L indicates the Ltype of ordering, Lhus



L=1 implies dipolar ordering, L=2 quadrupolar ordering and
L=3 octupolar ordering. Fluctuations in the order parameter

¥ o(i.e <Y3>) are largest when a change in phase is incipient
and plats of Y25 ve. k vector provide informatbtion on the
crystallographic features of the Lransition e¢.p. a peak at
k=0 (" point) indicates ne change in the number of molecules
in the unit cell, at k=zone boundary implies a doubling (or
gimilar) in the unit cell and at inlermediate k values, an
incommensurate phase s cxpected.

Dr. Lynden-Rell illustratect thesas principles with
examplies of the orientational propertiecs of sodium nitrita
and nitregen on  grapnite. The concluding example was an
tnvestigation of terbiacvy bubtyl bromide (tBuBr) Lo determine
whether the ordering wasg dipolar {(L=1) or octupolar (L=3),
the Former indicating the dominance of the molecular dipele
in the crystal structure and the latter the dominance of the
tetranedral geometry of the molecule. A comparison of the
<y?> va ., k plots of Lhese two alternatives with the
corresponding plobts of CBr,, showed the closer resemblance
to the octupolar case.

Prof. C.R.a. Catlow (University of Keele / Davesbury)
described the investigation of the structure and
conduectivity of g8 alumina. Two forms of § alumina exist,; the
stoichiometbveic form Nay,0.11A1,04 and the non-stoichiometric
Form (Nazo).l_311A1203. The believed structures are complex
spinel blocks in which the sodium atoms occnr in layers at
albernate hexagonal sites (the so-called Beevers-Ross (BR)
sites). The sodium ions are mobile in these lavers and give
rise Lo conductivitbty. The non-stoichiometric sodium ions
reside in bridging locations. between oxygen ions. The
structures were invesgtigated bolh by static lattice methods
(which wused a shell model for the ions) and by molecular
dynamics {(which used a rigid ion model and the FEwald sum to

handle the long range forcas). The o¢bjectives were ta
dietermine Lhe role of non-stoichiometry in conduction, the
migratction mechanism, Lhe structure of the conduction plane

and the temperature dependence of Lthe conduction.

The static lattice calculations were pevformed with the
CASCADE program and showed that the interstikbial sodium ions
sceupied the Yanti- Reavaers—-Ross' sites and that the
conduction path for the sodium ions was different in the
non-sktoichiometric and stoichiometric cases. The molecular
dvnamics were performed with the program FUNGHUS, which was
adapted for the paralletl assembly of FP3 Processors at

Kingston N-Y.. The simulations used 500 ions per MDD cell;
the stoichiomalbtric case pessessing 24 Nat ions . The non-
stoichiometric cases had 4 anc 8 more Nat ions (plus
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compensabing 0 ftong) respecti vely.

The stolchiomeltric cases showed Lhe sodium ions ko b e
at the PR sites but NO diffusien (i.e. conductivity) was

evident in the tempevature ragion 600K o 900K, Lhough the
. . ; . o

Na tons showed large Lhermal varameteaers . fhe non-
stoichiometric (+aNat) case showed sipns of diffusion at
GONK and definite diffusion at 900DK. The interstitial sodium

ions acoupieaed anti-PR siteg with some displacement due Cto
strong intevaction with Lhe exaoess 0%~ jons. There was some
svidence of conduction paths., Surprisingly, the non-
stotchiomebric (+8Na™) rase showed significantly less
ditfusion and extensive ilnteractions hbetween the excess
sadiuam antd oxrvgen ions. The exXCrgs sodiuam fons warae

displtaced towarvds tha mid 0-0 bridge.

The conclusions of this work werae that the
stoichiometric B alumina is not a sodium ion <conductor,
while in the highly noen-stoichiometric form conduction is
SUrpressed. In the low noen-sbtoichiometric form the ERCAES
sedium jons occupy anti-BR sites, but are displaced Lowarids
the oxygens at hipher non-stoichiometry. Conduaction by the
sodium ions appeavs Lo involve distinct pathways,

The sesgsion an Lhe guantum mechanical methods of
simuylation began with a talk by Dy, M., Gillan {(llarwell) on
the Path Integral Monte Carleo {(PIMC)Y method, which is a

method for simulatcing quantum systams at nenzevo
temperatures and hag its origins in Lhe . path integral
Formulation of qudntum_mechﬂnins due to Feynmanu. Beginning
with the one dimensional, single particle case, Dr. Gillan
explaihed the derivation of the method. At the core of:. the
melLhod  is. the mathehatical_.functionrknown ag Lhe density

matrix, in terms of. which the.pavrtition funcbtion of a system
and the mean value of any . static  (equilibrium) . observable
quantity may be calculated. The form of the density matrix

is:
' * .
p{x,x';8) = D, » j{x) exp(~FE_ ) ¢, (x')

which closely resembles bthe Green's function or propagatar
used Iin Lhe path integral formulation ¢f Feynman. This means
that # substitution of the time variable by 18h/27 permits
the formal use of the path integral method to calculate the
partition Function for Lhe system of interest. In reality

the density funcrbion has only been devrived for two cases,

the free particle and Lthe harmonic potenltial, and no
analytical seolution is known fovr complex potentials or many-
bady systams. However Feynman's formalism allows the
partitioning of i given path inkegral into shorter paths

[ %]
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over the span of which the harmonic potential may be usaed as

a good approximatbtion. (This is Lthe go-called sthhort-time
approximation.} I this stratepy is adopted, it emerges that
Lhe resultant expPression For the partition Function 1is
formally equivalent Lo that of a classical wmodel ring

poltymer in which the atoems are coupled by harmonic springs
with a force constant of ZmP(n)Z/(hﬁ)z and each abtom is in a
potential field of stvength V/P, where P is the number of
atoms in the ring and V is Lhe potential in the oripginal
Hamileconian.

The physical significance of the polymer bs that
collectively it represants the delocalisation of the pavent
particle in apreement with the Uncertainty Principle. The
effective rveduction of Lhe potential energy by the factor
1/P is what enables Lhea parent particle Lo tunnel inteo
classically forbidden rapions. The spring constant is
largest when the btemperature or Lhe mass of Lhe parent
particle is large. This means thabt Lthe ring polvmer reduces
in exlbent (i.e. reduced delocalisation) under thege
circumstancaes, whini comply with Lhe classical limit.
Generalisation of the method to many dimensiorns and many
particles is easily accomplished (but may be computationaltly
expensive).

Simulations ‘using this maethod requiré only that some
realistcic way of generating the configurations of the
isomorphic polvymer bhe available. Either molecular dynamics,
Monte Carlo or stochastic dynamics methobds may be employed.
(No . sitgnificance should be attached to the time dependent
aspects of MD and S§D.)  Dr. Gillan prefers . Lhe sbtochastic
-method  ovexr . MD - since it avoids the probléms:bf'efgddidity
encountered in MD“mhen the'spring“dOﬁStaﬁts'afé'lafge;” e
Gillan gave " a number of examples of the appliéétiouudfithe
method and concluded with his own work-on the disselution of
hydrogen in metals in which he has been —able ‘to reproduce
many of the observed features of these remarkable svstems.

Dr. B.H. Wells {University of Oxford) continued the
quantum mechanical theme in a talk on the new developments
that have Laken place in the Green's Function Monte Carlo

method. Dr. Wells began by describing the Lwo basic methods
currently in unse; the Variational Monte Carlo and Diffusion
Monte Carle methods. Both are methods for dealing with the
electronic wavelfunctions of molecular tyskbems. The

Variational method is used to calculate the energy of a
system from a known wavefunction. In the method an inital
sat of electron positions are moved using a gaussian
propagator and the moves acceplted according to a probability
based on the square of the wavefunction. The so-called local
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energy By {r') is " caléulated and Acéumulated akb each step,
following an equilibration period. In Diffusion Monte Carle
the wavefunation itsell is calculated, starting from an
inftial trial wavefuncrion. Tn this methocd the gaussian
propagpation: is augmentesd by an exponential branching term,
for which a trial state energy is required and is updated as

the simulation proceeds. LxciLted states can bhe calculated
nrovided the initial wavefunction possesgseas the ¢orvect
symmebry. The standavd method uses Lhe 'fixed nodea !

approximatbion, wiich requires the nodes of the wavefunction
to bhe accurately known. Thisg knowleidge prevents nepakbtive
configuration densities arvigsing in the sampling procedure .
Configurations which cross o node bhoundary in the course of

the caleulation are deletbed, but provided the trial energy
is close te the actual state anergy, the population of
configurations will be maintained. The method has been

successfully applicd calculations of the corvelatbion energy
in small molecules. '

among the advances in the methods tHat have been taking
place recently are Lhe © remowval of tChe short-time
approximation in the Creen's function propagator, the
removal oft the 'fixed-nodae! constraint and the developmant
of the differential Monte Carlo me khod ta enable
calaulations of physical quantities, such as the molecular
dipole, which depend on small energy differencesg. {The
essential feature of the latter method is the calceculation of
Lwo distinct systemsg, ane the minor perturbation of the
obther, using the same random walk td redice the variances of
the - -caleulated’ "property.) - Example - applications of the
methods - described by Dr:- Wells' included the'ez+e« bound
system, et systems ak a ‘dielectric surface (for both of
which good binding energies were obtained) and the
“calculations of Ha™ and Hz" systems ‘with “and without the
Born-Oppénheimer approximatbion. T o o

U The. final @ spedkér GF Eﬁélﬁe@ffﬁg was Dr.  D-. Findham
(University of York) whe provided an overview of the curvent
developments in parallel computing. He bemgan by defining the

concept of a parallel computber, which is a computevw
possessing mare than one processing unit, all or some of
which could be active simultaneously under the direcktion ot
the user's program. Parallel computers may be SIMD (Single
Iastruction Multiple Datastream) or MIMD {Multiple

Instruction Multiple Natastream) machines.

There are cuvvently three main' arvchitectures for
parallel compulbers. The fivet of these is the mainframe
which has a1 small number of processors with sharved memory
(e.p. Cray XMP/48). The second is the swiltching network, in
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whiah Lthere are separate processors and interconnected
memories (e.g. ULTRA)D) . in the third architecture, the
processors are oconnected but have their own memory boards.
An important freature oF all parallel computers isg the
topology of the connections between processing units, Dr.
Fincham gave four examples; the square array {e.g. TCL DAP),
the hypercube (o.g. INTEL hypercube), the pyramid (devised
by the University of Erlangen) and the Waterloop Ring. Fach
ot these topologies has lts own features and advantages e.g.
2™ nodes with n connecktlions
Lo crach, htas other connectivities as subsets of Lhis, an«

the hypercube, whicn possesses

these can be exploited in specific applications such as the
periodic boundavy.

A recent significant development in the paratlel
compubting canceapt has bean the itntroduction. of the

TRANSPUTER, which is a high performance microprocessor whiah
has been specifically designed to be linked Lo other
TRANSPUTERS so creating a parallel processor. FEach procesgsor
ig itself a compleLe computer, which will so0n acquire a
hardware fFloating point unit (currently floatbing point
arithmetiac is handled by softwave). By way oF an example
application Br. Fincham describead a molecular dynamics
application o f Lhe TRANSPUTER, that was sultable for
simulating bioclogical molecules. Other recent significant
developments ave: Lhe INTEL iP3¢ and iPSC/VX computers which

have the hypercube topology and up to 128 Processors,; the
FPS T series, which |lhas hypercube topology and vector
proceséors at each node; the ICL Mini-DAP, a SIMD machine,
"and the Reconfigurable Processor Array {(RPA) at Southamplon,
Sin which the_.proééésing elemenlts can be  dynamically

configured to suit the application.

o "Dr,_:Fihéhéh c6ﬁc1ndEd:'withu'aL_few:'domménﬁg_'ona:the
(unlikely) transportability of  parallel codes. and the
commercial pressures likely to encourage the development of
larger machines with fewer processors instead of smaller
multihprocessor'maChines.

Throughout the meeting 2 number of poster displayvs weras
on view. These included:

"Dynamical Simulatien of a Model Reverse Micelle', by D.
Brown and J.H.R. Clarke.
"Simulated Annealing of Atomic Clusters', by 1L.T. Wille.

"Computer Simulation of Plasticity in Minerals', by M,
Hepgie, R. Jones and Y. 2Zhang.

"Simulation Studies on Adsorption of MaLhanol over
Silicalive™, by R. Vetrivel, C.ROAL Cabtlow and F.aA.

Colbourn.
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"Computer Simularion of Zeolite Stability and Structure', by
R.Aa. Jacksaon.

"Ganeralised Hydrodynamics and  FRigenmodes for a Lennarxd-
Jones Fluid', by €. Bruin.

"Computer - Simulation of a Classical Fluid with Internal
Quantum States”", by J. Talbot, P. Ballone, Ph. de Smedk and
J.0. Lebowita.
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Computer Simuiation Studies of Zeolite Structure and Stability
R. A. Jackson and C. R. A, Catlow
Department of Chemistry, University of KeeTé, KeeTe, Staffs. STS SBG.

Introduction

Atomistic compUter sﬁmu]ation'teChhiquéé'have'beén épb11ed_to a.
range of zeolites, with a view to predictihg the structures and relative

stabilities of these materials.

Details of the Method

The atomistic computer simulation technique that has been used in
this work is lattice energy minimisation. This technique enables
lattice energies to be calculated and the associated minimum energy
structures to be obtained. It relies on the availability of interatomic
potentials to describe the interactions of atoms in the crystal; the
potential model used for zeolites has been applied to a wide range of
ionic and semi-ionic¢ solids, and the parameters have been used in a
successful simulation of the structures ofd- quartz and its

(1)

polymorphs . An important feature of this model is the inclusion of a

3 body term to account for covalent effects in silicon-oxygen bonding.

A second derivative minimisation method has been used in all
calculations; it should be noted that in the case of silicalite, the

CRAY X-MP/48 was required for the calculations.



Resuylts and Discussion

The wark carried out falls into two sections,. Fi'r‘st,-Na+ Zeolite A
has been studied extensively, since reliable experimental data exist for
this zeolite which enable the computer simulation methods to be tested,
Secondly, the relative stabilities of a range of zeolites have been

calculated.

In the case of Na  zeolite A, a number of potential models have
been used, ranging from a rigid ion description of all ions to the use
of the shell model to describe oxygen fon polarisability. 1In the
simulations it is most important that the positions of the framework
ions be accurately reproduced; the non-framework cations {in this case
Na") are not so accurately located experimentally. This has been
achievaed in general, but some oxygen ion displacements are toc large.
Some refitting of the potential model (originally fitted tool-quartz)

may be necessary.

In the case of calculations of relative stabilities, these have
been obtained for the silicecus forms of zeolite A, faujasite and
silicalite. Results are given in table 1. The corresponding value for

A-quartz is given for comparison. It should be noted that these
similations were carried out to¢ constant pressure, i.e. atl strains,

both internal and external, were removed.
An important extension of this work is the calculation of minimum

Gibbs energies for these zeolites, as relative stability over a range of

temperatures is important. This work is in progress.
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Table 1
Lattite'energieg'per ST'O2 unit after relaxation to constant pressure

lattice energy/eV. -

Zaolite A -123.66

Faujasite . - . ... =123.48-.

Siticalite . . - o a0 2123.,89
cooquartz e e e 2123,90
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30ME "AD HOC" NOTES ON ISOKINETIC aND {(N,V,T) DYNAMICS
Las Woodcock

All eguilibrium particle simulations comprise at ledst two stages; an
equilibration period and a sample period. The relative computational require-
ments can vary enormously depending on the size of the system. PFor wvery
large systems, > ~ 10800 particles the sample period for equilibrium proper-
ties may be instantaneous {one configuration). For very small systems 2g. 2,
any low e2nergy configuration can be ragarded as being in eguilibrium. The
computational overheads for eguilibration of large systems with long ralaxa-
tion time could be considerable; it is practical considerations such as these
wnich will determine the cholce of dynamical equations for the practitioner.

The same applies to steady-state HEMD simulations.

When the non-equilibrium behaviour ls of no interest the particles and
momenta are set as ¢lose as possible Lo sguilibrium. ¥Fhis usually involves
placing the particles in a low-energy initial configuration and allocating a
normal distribution of wvelocities. Irrespective of the mean and half-width
of this initial veleoclity distribution {Xl"’XN} the requisite inikial

kKinetic energy corresponding to an instantaneous temperature TO, defined by

=

N
F P 2

= / =
3N Kk TO (igT'Pi'm}t=O <i§ pi/m> {1)

is éxéctlg obtained by the scaling
{2

(2 e EN’T.O = E Yy e Vdinieial

The scaling factor EO is defined by

W'k T
fg TR : )
2
boBg/m
1=1

The simplest method of iscothermal constraint dynamics is to incorporate
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this momentum renormalisation procedure” continuously into the equations of
motion. The objective 1s ko generate isothermal (constant kinetic energy)
dynamics with the minimum disturbance to the particle trajectories and
momenta {1]. In the original continuocus renormalisation method [2] a scal-
ing factor £(t)} defined as above was ilncorporated directly intc the second-
order central difference algerithm of Verlet {3). The finite differenca
equations {1} and (2) together with equation (7) of reference (2] are

eguivalent to the constraint equations of motion

L —1l

de, = p, dt o (4)
dp, = F, dt + (£(t) - Vp, | (5)
_ 'k T m
200y =
£e(e) T {6)
r {p, +F, at)?

i=1

In equations (4) to {6) the foxce Ei is V¢(£i) where ¢i'i5“the potential at
r. .

=i

If we substitute into equation (5) for £ and square thé bracket we

obtain the continuous renormalisaticn equation for the acceleration

Wk 70 172
dp., = F, at + S -1 = {7}
%p; £y av v 2 (E dv)

-
e A

—
[1j

1

substituting for TO from equatiscn (1), expanding the inner bracket, and

taking the limit dt + © gives

N
Lopgcky
i=1
fand - 8
dgi E& dt i R; dt (8)
) gﬁ/m
i=1

Bguation (8) is Lthe isokinetic constraint equation of motion used by

SMIT-B7/86 30 2



Hoover at al.{(4) and derived by EBvans et al (5) from Gauss's principle
minimum constraint using a Lagrange undetermined multiplier. The derivat:
and some applications are reviewed by Evans and Morriss [1] where it is

referred to as the method of Gausslan isokinetic dynamics.

Zquations {1} te (8) show that the methods of continuous
renormalisation {2] and Gaussian isokinetic dynamics are essentially the
same. That the eguations of motion {4-6) lead to isokinetic dynamics can be
shown by deriving £ from the constiaint, additional to egquation (1) for the
average TO, that the time-derivative of the "instantanecus temperature" be

zero, i.a.

N N
2 . B
,Z Pi/m 2 .Z 2155
Qr{e) d i=1 _ i=1 S :
_._.a_E__,.__ :.a._E. — = _._.___.._._-%____‘____. = O {9)
Mk ©O3N km ' :

substituting in eguation (9) for Ei(t)'from equation {5) gives the exact

expression for £ consistent with the constraint eguation (9)

, N (dgi + (f - T)Bi)

: z : p. = 0 . (1)
3Nk i=1 dt 1
N No(E - Tp/m ;
IRt s B ey (1)
i=1 =1
N
Eonte S
3’2 Ri/m
i=1

{Interpretation of £ : timé derivative of (£-1) is a moderating factor which

slows or speeds all the particles uniformly in momentum space]l.

The formal proof that this method generates truly isckinestic dynamics and,
siwultaneously reproduces the distribution in coovdinate space of a canoni-
cal ensemble of statistical rhermodynamics has been given recently by Nose

[e].
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Equationf(Gj'is'pteferred:Ed Equétioﬁ {(12) for f in the impleamentation
of these equations into a finite difference integration scheme because the

continuous renormaliszation has the advantages that:

(i) the reference temperature TO enters the equations-of-motion
(i1i) it is self-starting
(iii) it is more efficient feor the eqUilibratioﬁ period
and {iv}) it is self-stabilising up to much larger values of the finite

time difference At.

That the continuous renormalisation method is practicéble for the
variocus finite difference algorithms normally employed for Newtonian MD has
been demonstrated by many comparisons with N,V,E microcanonical calculations
on similar systems. Actually it is generally found to stabilise the
algorithms to larger values of the finite difference At. The net effect,
however, of the temptation to use a larger At, is to unwittingly introduce
some "Brownian motion" and this effect upon the time-dependent properties of

the trajectories may ke undesirable,

Several other schemes very closely related to the continuous renormal-

isation method have also appeared in the literature rvecently [7-10].

Brown and Clarke {7] have compared MD schemes, including a method which
they refer to the "ad hoc" method of momentum scaling. Brown and Clarke's
"ad hoc" method differs from the continuous renormalisation method in that
the particles are slightly less constrained due to the absence of the Fdt
term in theilr scaling factor (equation (6)). The net effect of this is to.
introduce some fluctuations in T of the order N'l/2, and linear in At; this
was evidenced by the comparisouns of Brown and Clark with their Gaussian
isokinetic calculations at the same mean T. It would appear that any "ad

hoc" variation from eguations (4~6) would to some degree loosen the con-
straint of constant kinetic energy, as also would too large a finite time

increment.

Haille and Gupta [8) have introduced an alkernative method of momentum

scaling; they propose the eguations of motion

SMIivT-87/86 4
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L

dp Eyodbon o o (13}

dr 4t (14)

£o= (20 fue

where £..,.
HG!

As with the "ad hoc" method of Brown and Clarke, the Hallle-Gupta momentum

the momenktum scaling Factor, 1s defined as_fo in equation {3}.

scaling equations lead to deviations linear or Elrst order, in dt, hut they
derive the equations from a generalised driving potential and indicate that
the canonical coordinate distributions is generated. MNose [6], however,
suggested that these H-G equations yleld a modified canonical coordinate

distribution with differences of the order N~1/2,

Broughton et al.[9] have examined the effect of discontinuous renormal-

isation or periodic scaling.

Heyes et al [10] have added two further "ad hoc" methods to the growing

list of variations of renormalisation technigues.

Any number of "ad hoc" methods can be derived but only where the
“algorithm reduces to equations (4-6} as At + 0 does it correspond to the

continuous renormalisation method of reference [2].

" Berendsen et al [11] have derived 4 set 6f constraint equations of
motion fobisothermal - (but not iscokinatic) behaviour. They begin with the
- Langevin equation [or macromolecule behaviour but. remove the stocastic ele-—
ment. The Berendsen eguations are isothermal, deterministic but not time

reversible, and in the present notation take the form

dpi~1: dt + ¥ N—-—‘Igidt (15)

The constant v 1s a coupling constant to an imaginary heat bath. When
vydt = 0 the system is effectively decoupled and Newtonian dynamics are racov-

ered. When vdt = 1 we obtain a constraint equation very closely related to

[}
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the momentum scaling procedure

dp; = By de ¥ (£8(6) = 1) py (16)
All the previous constraint equations were derived without' recourse to
the total Hamiltonlan equations of motion for both the system and heat bath.
By [Cixing the constraint of constant T equation (9) a truly canonical distri-
bution of both coordinates and momenta cannot be achieved since in a ktruly
canonical (N,¥,T) ensemble the total kinetic energy is distributed according

to the Boltzmann probability

N N
d Z Ei/m I gi/m\
1=1 '-{-x--exp = ) SR (17
dn 2K TO o .

whare n is the probability density.

This problem of simulating canonical kinetic energy fluchtuations with
reversible deterministic equations of motion has been solved by Nosé [6,13].
By writing down the extended system (i.e. system + heabt exchanger) Hamilton-
lan and introducing a new scaling variable in time, Nosg& was able to derive
the deterministic coustraint equations of motion that are both time-revers-
_ible and generate the canonical ensemble up to factors of the order D/6N
where D is the number of degrees-of~-frzedom.. Thé_whole_éystem may accelerate
or. decelerate to'permit:fludtﬁaﬁi&hé'in_T;without'diétufbinq the coordinate

distribution..

The Nosé ES (extended syStem).HamiltOnian for the sYsEem plus heat

exchanger is

o~

- . gi/Zm " P
= PR : T [ i — 1
HN @(Ei EN) + f = + (N + 1) k loge s {18)

W0

s Ls an arpitrary dimensionless time-scaling wvariable, P its conjugate

momentum. ¢ {effective "mass") has units of energy time?, P units of energy

time,

SMIT-87/86
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The equations of motion derived by HNosé which'correspond to his .

extended system Hamiltonian are

Cdr, = —% at (19}

ar, >

ms
dp, = F, at (20)

2 ", 2
Pq voopp ey v E;dv) "

a = 2 4t 5 ~ (8 + 1)kT/s  de (21)

N ¢ i=1 m53

o . _ i . i
the additional degree of freedom (N + 1) is due ko the conjugate momentum

of the heat axchanger,

Hoover [12] has observed thatbt Nosé's equations can be written in a much
more ammenable form by the simple expedient of reducing the global time-scale

by the factor s, putting dt = sde!

_ 2y at’

Ar, = (22}
-1 ms

dp. = F. sdt’ E ' {23)

P dt’
ds = — (24)

_ Q.

N gt #
. dps_ = [ I S - N+ ThRTyAE . (25)

re-writing the evolution equaticns (différentiate equation(22) with respect

to time again and substitute Erom (23} and (24) for dgi and ds.

The wvariable s is then eliminated by re-writing the second~order equaticn

a2y,
=

Bim B4 oas
m

1
— —_— .
Y S dkc s S dt

{26)

SHMIT-87/86 7

35



substitute from equation (24} for ds/s

Ei dEi Pg
= = - I == (27)
m dt o

The Nosé-Hoover canonical equations of motion are then (redefining dt)

dr, = Bi/m dt {28)

-1,
. F. e,
i s

dp; = — dt 5 By dt (29}

dp_ = dt (30)

Any cholce of the constant Q will yield the canonical equations so for

prackical purposes it is convenient to sliminate @ also by setting
9 = 3NKT(At)? (31)

In this case the more speclfic equations of motion can then be simplified

into a more recognisable form

f . P
: - _. 5
dpy = E; at (iEETaEJ By (32)

denoting the dimensionless conjugate neat exchanger momentum as T then
cdm, = (E2 - 1) . (33)
S 0 :

is independent of the time increment in the inktegration of the equations of

motione.

Thus the Nos&-Hoover equation in a form suitable for conversion to a finite

difference algorithm is

SMIT-87/86 8
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o4
- oo 2 dt
dp, = F,(e) dt jg (£2 = 1) &2 -

Alternatively, Eor most practical applications imaginable, we have a

practicable simple generalisatidn of the equations bf motioﬁ
dp. = F, dt + (£7 - 1) ;
Py 7544 By

n = 0 Newtonian

=
I

1 Continuous renormalisation isokinetic

n = 2 Isobthermal

Example: Verlet algorithm

mAr, = p. (L7)AL + Fo(e)AE? - (n + £2 - o, (E7)AE
=i =i —i. ] ol =i

Ap., = F (t)At - (n_ + E2 - . (£7) V Nosé-Hoover
= =i 5 o} =1

AT (£2 - 1)
o]

or for the simple generalised form

= e 2 . no_ -
m&;i.f 2yt }&§ * Ei(#)gt___ (? N 1?Bixt )&ﬁ.n

(34)

{35)

(37}

If anyone were to f£ind any differences between the results obtained from

amonqst the above methods whlch SLgnlchantly affect applLCdtlonb, . g._

comparlsons w1th experlment or theory, the toplc would be of more lnternstr

Differences between the ensembles become negllqlble anyhow for a system of

sufficlient sige.

SMIT-87/86 9 -
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VECTORISING YOUR MD PROGRAM FOR THE CYBER 205
THE BRODE AND AHLRICHS WAY

by David Brown, Chemistry Department, UMIST. .

As a regular: reader of this illustrious,; World renowned -
informal newsletter [ have been surprised that little, if ..
anything, has appeared in its pages concerning the adaptation
of MD programs te take advantage of. the "vector" capability
of the CYBER 205, In Britain access to the CYBER 205 at the
University of Manchester Reglonal Computing Centre {(UMRCC)
has now been possible for over two years and despite some
early teething problems, with compiler bugs and fragile links
with the front-end, 1s now providing a falrly robust
service. it seems reasonable to assume then that many people
have already managed to vectorise their preograms but have not
taken up the unique opportunity that this newsletter provides
of communicating their experience directly to those most
likely to be interested. [ have, therefore, taken it upon
myselfl, at least partially, and uvnder absolutely no duress at
all from the EFdifor—in-chief (Bill Smith!, to redress this
balance. Hopefully others will find faults with what I'm
about to relate and will be spurred on to point these cut in
an article of their own.

As mentioned in the title, the method I have used las
been lifted wholesale from a paper by Brode and Ahlrichs
‘Computer Physics Communications, 42, 51, "1986}1 who report'
that significant savings {93%) in CPU t1me can bé achieved
using it. There are, however, some slight technical . o
differences between my own 1mp1ementatlon and that’ orlglnally”
described to which I will allude in ‘due course. Only a brlef .
resumé of the method will be given hers. For a fiuller
descrlptlon the reader 1s dlrected towards the orlglnal
article. - - :

In a conventional MD simulation the vast majority of the -
time is spent evaluating the forces between all possible -
interacting pairs. Schematically the cenventional order of

evaluating pair separations (rji=rj-r ), and hence forces, is
shown below for a system of'jus% N=6 partlcles

J=1" 2 3 4 56

oy 4= L D =

This is achieved in Fortran quite simply within a double loop



in which the fivst index, I, runs from 1l to N-1 and the
second, J, runs from: . I+l to N. On a scalar processor this
represents an essy and efficient way of calculating the
matrix for a reasonable number of particles, i1.e. N of order
102, On the CYBER 205 though there are distinct disadvantages
with this approach. Firstly, the vector lengths are short, at
moskt N-1 and, secondly, they become shorter as I-»N. The CYBER
205, however, only starts to approach its asymptotic speed
when vector lengths are of order 102, due to penalties
incurred in starting up an operation. Now consider the
following scheme where the. interactioen matrix and an.
identical copy have been Jjuxtaposed :

JsL . 2. 3. 4. 5 .6 7 8 9 10 1L 12

'yg Ti4 Tig Tyg

_'1"15 Il ril

2 ray 23 T2s8 Y25 Tzg
3 ray Y33 Fsas Tas Tae
4 raq -~ Tsg Faas Tas Tae
5 rgy Tsy; Tss Css Fsg
8 rgi- ez

Fgy: i ea Ysa4 Ygs. Tes
This time all possible interactions have beéen taken, as -
rij=-rjj, but the vector length has been kept to N except, in
this case, for the last one which equals N/2. Of course, B
there are always (N-1)/2 blocks of N interactions, so for an =~
odd number of particles there would be an integer number’ of
blocks. This kind of procedure can be realised on the

computer by doubling the length of the position arrays, ‘such
that rj,N=ri,. and also the'fofce’éfra?s A double loop could: _
then be performed in which ‘the “outér loop controller takes = "
values of the difference in thé indices of the arrays - P
J-1=1,2,3...etc. whilst the inner one runs from 1 to N o# ' '~
until all possible Interactions have been taken. Then the
total force will be given by fi¢fi¥N. In practice several
blocks of N interactions are processed at the same time using
additional" vectors of length ~5000'§ofa3'to“improve_
efficiency.. o . o

" FORTRAN 200 CODE

To demonstrate the simplicity of this method selected
sections of a "typical” MD code for an equilibrium simulation
of a single component atomic system, interacting through a
Lennard~Jones 12-6 potential, will be given.

The positions of the N particles reside ip the arrays
¥, ¥ and Z of dimension NZ2=2%N and are coantained in a
periodic cube such that all coordinates lie within the range
~FAC and +FAC. The forces will be accumulated in the vectors
FX, FY and FZ again of length N2. All the other vectors used
yl, v2, V3, v4, R2, XIJ, YIJ, ZIJ including Lthe BIT VECTOR BV
are of length NVECL where NVECL is usually, though not
necessarily, a multiple of N in the region of 5000. Use of
FORTRAN 200 shorthand has been used throughout so statements
such as

Iz
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A{L;NY=B{1FN;N)x¥x2
are short for

DO 10 I=1,N
ACT)=BL{I+N)®%2
10 CONTINUE

Another way this can be written makes use of array :
DESCRIPTORs which also have to be declared. These are all
suffixed with a "D" so as to avoid confusion with scalars. A
descriptor contains a starting address and a length both set
by an ASSIGN statemenkt. The example above would then look like

ASSIGN AD,A(1:N)
ASSIGN BD,B(1+N;N}
AD=DBD%®%2

WARNING!' A4s the code given below has been lifted and
adapted from more complicated programs it will nmot in itself
have been tested on the computer. There remains, therefore,
the possibility, althcugh very slight, thal it contains one
or two small buggettes.

Declare arrays, descriptors and bilt vectors etec,

F B

c .
AEAL X({NZ),Y(NZ),Z(NZ2),FX(N2),FY(N2),FZ(NZ2)
REAL XI[J(NVECL),YIJ(NVECL),ZIJ{NVECL),R2(NVECL).,
+V1(NVECL), V2(NVECL),V3(NVECL), V4 (NVECL)
BIT BV(NVECL};BVD
DESCRIPTOR BYD,XIJD,YIJD,ZIJD,R2D,V1D,¥2D,V3D, V4D
C .
C Calculate from the number of interactions, NITCC, -
C the maximum number of blocks of N that cdn be processed
C at any one time, NMAXCC, and the number of batches
C required to account for all interactions, NTIMCC.
C
NITCC=NINT{(O.5%Nx{N-1))
NMAXCC=NVECL/N
MAXCC=NMAXCCXN
NTIMCC=NITCC/MAXCC
MTIMCC=NTIMCC%MAXCC
IF(MTIMCC.NE . NITCC)NTIMCC=NTIMCC+]
C
C ;
C Zero potential energy and force accumulators.
C :
TCCPEN=0.0
FX(1;N2)=0.0
FY{1;N2)=0.90
FZ{1:N2)=0.0

[}
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Normalize coordinates using RFAC=1.0/FAC so¢ that they
lie between -1 and +1.

X(1;N)=X{1:N)Y*®RFAC
Y{L;N)=Y(L;N)YXRFAC
Z{L,NY=Z(1;,NY*¥RFAC
Copy coordinates ounto the 1+N to N2 elements{;-

K{I+N; N)Y=X(1;N)
Y(I+N;N)=Y(1l;N)}
ZOI+NINY=Z (1, N}
Zero counters and start loop over the number of batches.
L=0

DO 2000 K=1,NTIMCC
LL=0

Calculate the present value of the Jdifference in
indices, JI=J-1.

JI=(K-1)%NMAXCC

Loop over the number of blocks of N interactions in one
batch

DO 2010 M=1,NMAXCC
Increment index difference.counter_
JI=JI+1

Calculate the.numbef df.inféréétiohs iﬁ.ﬁhis sef;:JMAX,
allowing for the possibility that JMAX=N/2 or 0.

JMAX=NITCC-L
JMAX=MINO(N,JMAX)
IF(JMAX EQ. 0) GOTO 2030

Store separatlon vectcrs in elements offset by LL

XIT(LL+1; IMAX) =X (1 TMAX)-X(JI+1;TMAX) .
YIJ(LL+1;JMAX)=Y(1;IMAX)-Y(JT+1,;IMAX)
ZIJ(LL+1; IMAX)Y=Z(1; JMAX)~-Z(JI+1; TMAX)

Update offsets

L=L+JMAX
LL=LL+JMAX
CONTINUE
CONTINUE

Processing the LL interactidns stoféd
ASSIGN BVD,BV(1l;LL)
ASSIGN RZD,R2(L;LL)

ASSTIGN XIJD,XIJ(1;LL}
ASSIGN YIJD,YIJ(1;LL)

%2
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ASSIGN ZIJD,ZIJ(1;LL)
ASSIGN V4D, Va(l;LL)

Apply periodic boundaries making use of vector function
YAINT which returns into the target vector, in- this

case V4D, the integer part of the subject vector as a
real.

XIJD=¥XTJD-2.0%xVAINT(XIJD;V4D)
YIJD=YTIJD~-Z2.0%VAINT(YILJID; V4D}
ZIJD=ZIJD-Z.0XVAINT(ZIJD;Vv4D}
Calculate the square of the separation

R2ZD=XTJD4#2+YTIIDK*Z+ZTTDk%2

Set the elements of the bit vector to 1 if r2 is
less than the square of the potential cutoff, CUTSQ.

BVD=RZD.LT.CUTSQ

Count the number of interactions within cutoff using
special Q8 routine, QBSCNT.

NN=QBSCNT(BVD)

Check for no contributing intefactions -
IF(NN.EQ.0) GOTO 2000 |
Assign some descriptors to new length NN
ASSTIGN VID,V1(1l;NN)

ASSIGN V2D,V2(1;NN)

ASSIGN v3D,V3(1l;NN)
ASSIGN v4D,V4a(l;NN)

Usé the QS8VOMPRS instruction to compress the list:of

square gseparations down to. just. those that contribute.
Y2D=Q8VCMPRS(R2D,BVYD; V2D) S
Re-assign array descriptor.

ASSIGN RZD,R2(1;NN)

Calculate terms in potential and force using
CON1=02/FACX*2 and CONZ2=48%FACxe/g?

R2D=CON1/V2D

V2D=R2D* %3

VID=VZ2D%%x2

v3D=V1bD-~V2D
VAD=CONZ2XR2D¥(V1ID~-0.5«¥2D)

Accumulate total potential energy (/4de) uéing the Q8SSUM
ilnstruction,

TCCPEN=TCCPEN-+QBSSUM(V3D)
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Compress down the components of the separation vector

Y1D=Q8YVCMPRS(XIJD,BVD; V1D)
v2D=Q8VCMPRS (YIJD ,BVD; ¥2D) .
V3D=QB8VCMPRS (ZIJD,BVD;V3D)

Re—-assign separation descriptors

ASSTIGN XIJD,XIJ(1l;NN)
ASSIGN YIJD,YIJ(L1l;NN)
ASSIGN ZIJD,ZIJ(1;NN)

Calculakte components df the fofcé

XIJD=V1Dxv4D
YIJD=V2DxV4D
ZIJD=V3D%VvV4D

Accumulate the potential contribution te the pressure
tensor using the Q8SDOT instruction which returns the
sum of the dot product of two vectors.

A11=A11+Q85DOT(V1D, XIJD)
Al2=A12+QB83DOT(V1D,YIJD)}
Al3=A13+Q8SDOT(V1D,ZI1JD)
422=A22+Q8SDOT(V2D,YIJD) .
A23=A23+Q83DOT(V2D,Z1JD)
A33=A33+Q8SDOT(V3D,ZIJD)

Re-assign descriptors for expansion. .-

ASSIGN VID,¥V¥1(1;LL)
ASSIGN VZ2D,V2{(l;LL)
ASSIGN V3D,V3(1;LL)

Using the QBVXPND instruction the force arrays are
expanded. up to their original length using the control
bit vector BV. to:.insert zeroes. into non-contributing
interactions. '

V1D=QBVXPND{XIJD,BVD;V1D)
V2D=QB8VXPND(YIJD,BVD; V2D)
V3D=QBVXPND(ZIJD,BVD; V3D)

Calculate number of interactions alfeéd? pfocessed.
LOLD=L-LL

Assign forces to particles using the reverse procedure
as that used above to assign separations and Newton's
law fij:'“‘fji'

LL=0
JI=(K—-1)%*NMAXCC

DO 2120 M=1,NMAXCC
JT1=JT+1
JMAX=NITCC-LOLD
JMAX=MINO(N, JMAX)
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IF(IMAX.EQ.0) GOTO 2130
FX(1; IMAXY=FX (L IMAXY+VI{LL+1;IMAX) -
FY(L; TMAX)=FY(1;IMAX) +V2(LL+1; JMAX) - - .
FZ(1; IMAX)=FZ(1;IMAX)+V3{LL+1;JIMAK) -~ - -
FX(TI+1;IMAX) =FX{IJT+1; IMAX) ~VL(LL+1; JMAK)
FY(JI+1; IMAK)=FY(JT+1; IMAX)-V2({LL+1;IMAX)
FZETJT+1; IMAXY=FZ(JI+1; JMAX)-V3(LL+1; JMAX) ..
LOLD=LOLD+JIMAX
LE=LL+JMAX . .

2120 CONTINUE

2130 CONTINUE .~

2000 CONTINUE -

-
4

¢ fnd of force calculation. . .

C
C Add forces in array elements I and I+N to obtain
C total force on particle 1. -

¢ - o - L
FX(LiN)=FX{L;N)+FPX{1+N;N)
CFY(LN)=sFY(L,NY+FY(LI+N; NY
FZ(LIN)=FZ{L,N)+F2Z01L+N I N)Y

It should be noted that with the vectorisation of the.
forces loop the reslt of the integration algorithm can start
to account for a sizeable percentage of the overall CPU time
used. It is, therefore, essential that all these other parts
of the code are also vectorised. This 1s generally
straightforward as they usually consist of Jjust N-particle
loops.,

DISCUSSION

The scheme described differs slightly from that of the
originators in three main respects .-

1) The separation vectors are compressed before multiplying
by V4 to obtain the resultant forces instead of expanding V4
and then multiplying by XIJ etc.

Although more compressions and expansions are required
this process represents a significant saving in CPU time,
particularly if the pressure tensor is being calculated.

2) Exact force and potential calculations are carried ocut
rather than using tabulated forces and potentials.

For inverse even power potentials there is little
saving using tables by the time all the gathering and
interpolating has been done. If constant temperature
algorithms are being used in conjunction with constant shear
rate or stress methods a high degree of accuracy is required
in the force calculation to prevent a drift in the
constrained properties.

3) Calculation of g{r) is omitted from the main loop.
Accumulating the radial distribution function presents

quite a problem as 1t is inherently non-vectorisable due to

the random access of array elements. If needs be a separate

|



loop could be constructed ‘containing the necessary Fortran
and accessed periodically instead of the above loop. As
configurations tend to be well correlated for many steps
there is little point ‘accumulating g{(r) too often. For my:own
part I prefer to store coordinates etc. on magnetic tape for
processing later and calculate g{(r) if and when necessary.

Another point to note 1is that correlation functions have
also been calculated frem data stored on magnetic tape using
the Fourier transform method described by Smith {see CCPS
Newsletters 5 and 7]. This is a very efficient way of .
calculating correlation functions as the fast Fourier
transform (FFT) library of routines on the CYBER 205 is also
vectorized.

In all, the methoed described results in increases of.
speed by a factor of about 15 compared to a scalar optimized
program run on either the CDC 7600 or CYBER 176 machines also
at UMRCC (though, sadly, soon to depart for that big computer
centre in the sky)., Although this comparison does not include
the extra time needed to calculate g{r). Even 50 the increase
in speed is at least an order of magnitude, which is pot to
be sneezed at. It is also possible that the above scheme wmay
improve performance figures on CRAY machines as well. This
may have already been tried by someane, in which case I would
like to hear from them

L 5
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MINIDAPATDAPSU o

J E Qumn
~DAPSU o
Q_ueen Mary College

DAPSU ( DAP Support Unit ) took delivery of a prototype Mini-DAP as part of a collaboratve
grant berween SERC and ICL during April of last year. Since then the muni-DAP has been in daily
. use, producing demonstrations for a variety of projects mcludmg hydrodynam1es molecular

B grapl‘ucs finite element work and for gener’tl development

R DAPS (DIS mbuted Ar.ray processors) are already well known in the molecuiar slmulatlon ﬁeld and

various articles describing their use have appeared in this newsletter and other publications (see for
example references at end). Essentially a DAP is a collection of individual processors all of which

- are simultaneously able to execute the same instruction. - Each processor has its own memory but
-+ also has links with its four nearest neighbours and ‘highways' are present for broadcasting data

simultaneously to all processors... In addition each processor has its own on/off switch, which is
used, for example, to map directly onto conditional clauses in user programs, thus implementing
thern very efflclently

. \fhm-DAP

L Mini- DAP grew out of a prev1ous version of the DAP one of whlch was mstalled ar QMC in 1980

and has been used by the scientific community worldwide, though mainly in this country, since
then. The term mini-DAP is deserved for two reasons,

1) The ori gmal DAP at QMC was bmlt in MSI (medlum scale mtegrat:on)
techniology and occupied several double filing cabinet size boxes, whe1eas
the mini-DAP is builtin IS} (large scale mtegranon) and fits under atabie; -

2) MSI DAPs have 4096 processors, mini- DAP has 10”4

The new producnon versiot of DAP is pnmanly 1n|:ended for use ina’ smgle user’ WOIkStEl[IO[‘I
environment with the DAP as an attached processor to either a SUN or a mlcroVAX The
prototype at QMC is currently attached to a PERQ IL

o Although the DAP was originally manufactured by ICL; since November 1986 the DAP has been
-+ placed in the control of a new company: cailed- 'Active Memory Technelogy' (AMT) who are
.- i exploiting the DAP comiercially. - AMT has'closé links with DAPSU (several ex DAPSU members

.- have become founder members of- AMT) and many of the current num DAP demonstranons tobe .

seen at computer exhibitions were written by DAPSU staff.
Mini-DAP Software Environrnent

. Mini-DAP has a very smnlal software env1ronment to: the MSI DAP although there are four
- slgmﬁcantchanges : L e TR

"'1) The array size is 1074 mstead of 4096 | ._ . ._
2) The data area in DAP and HOST are no longer shared | _

' 3) Afast O channel ( FIO) operanng at rates up to 40 Mbytes/sec is avallable
4) Asynchronous working of DAP and HOST is posszble.



1) This change is fundamental and will requu‘e méﬁy of the existing DAP programs which make

specific reference 1o either the total number of processors (4096) or edge size (64) of the MSI DAP,

10 be altered. The syntax of the DAP FORTRAI\ declaratons for vector and matrix working, €.g.
REAL*3 R(), S()

remains the same, but the value of Lhe consrr'uned dlmenswns 1$ 32 for the mini- DAP

o 2) Whereas the MSI DAP uscd conimon store for DAP and HOST Sectlons of the plogram

mini-DAP requires data to be sent to, or-received from the DAP. This transfer is actually
performed by the HOST program and two routines DAPSEN and DAPREC are provided for this
purposc Conversion of data to DAP storage modc must st111 be camed out as on the MSI DAP.

: .' 3) The fast IjO prowdes new. ways of accesswg thc rcsults of a DAP run;, or of mputtmg data
quickly. For example, a video board has been designed to sit on the FIO enablmg the DAP store to

L . be used in the satme way as a conventional frame store, but at a much higher rate. The DAP FIO is

asynchronous with the workmg of the DAP SO that data can be fed in or read out wh1 st DAP
processing continues. R — e o S

4) The ability to use DAP and HOST machines asynchronously cteates several programming
possibilities. Some of the current demonstrations which use external graphics processors to
display their results have the DAP calculating the next picture, while the HOST is displaying the
- current one, Semaphore systems have been devxsed to allow exther mac’mne to poll the other to find
if it has finished the next step in the calculanons L : :

At DAPSU the prototype mini- DAP has a full set of system software allowmg programs to be -
compiled, ran and interactively 'debugged’. : In addition' DAPSU staff have been converting
routines from the MSI DAP subroutme hbrary for use on the mini- DAP and 100 routines will be -
available in the first release: L I L

ICL, who have rights to mini-DAP for defence contracts in this country are supplying software for
use with the video board and Intercept Systems, a software house are supplymg software for a
v.mety of DAP related problems Further graphms work will contmue at DAPSU

Perfommnce |

~ Itis generally reckoned that the MSIDAP was apprommately one third the power of the CRAY 1S
.. for computationally intensive calculations.:: Qur own: estimate in DAPSU show the prototype
... mini-DAP to be one. third the power of the MSI DAP: and-based on discussions with AMT we -
- believe the productlon machines will be one half the power of the MSI DAP 1/6th of the CRAY . ..

1S: Memory sizes on production machines will range from 4-128 Mbyte. -
Support for mini-DAP

At present there is no front line support. for mini-DAPs. However anyone' wishing fo use the
mini-DAP in'a 'pump-priming' fashion should write to Carol Hirst at DAPSU explaining what
they would like to do, so that, where possible, time and resources can be made available,

The possibility of installing a large (32 Mbyte) mini-DAP at QMC and using it to provide a national
service, replacing the current ICL 2980/DAP service, is being explored. At this point in time the
choice of HOST is unclear as is a start date for such a service. However it is envisaged that the twa
machines would run in parallel for a number of months before the 2980/DAP is removed, allowing
users ame to move from one DAP to the other.

In addition to this service a number of research groups are applying to various grant awarding
bodies for the provision of their own mini-DAP.
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